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ABSTRACT

This paper proposes a novel broad-band noise reduction tech-
nique in stereophonic situations. The method utilises a combined
non-recursive multi-stage sliding subspace projection and adaptive
signal enhancement. Simulation results based upon real stereo-
phonic speech contaminated by broad-band noise components show
that the proposed method yields a performance improvement in
the speech enhancement quality evaluated by both the cepstral
distance and segmental gain in SNR objective measurements, as
well as by listening, in comparison with the conventional nonlin-
ear spectral subtraction approach.

1. INTRODUCTION

In many speech applications, noise reduction is a fundamen-
tal issue and the topic has intensely studied during the last few
decades. One of the commonly used methods is based upon non-
linear spectral subtraction (NSS) [1]. However, it is well-known
that NSS methods introduce annoying artifacts in the enhanced
speech, which are often referred to as “musical tone noise”, due
to the block processing based approach. Moreover, in many cases,
such methods also remove some speech components in the spectra
which are fundamental to the intelligibility of the speech. The per-
formance is also quite dependent upon the selection of many pa-
rameters, such as, spectral subtraction floor, over-subtraction fac-
tors, or over-subtraction corner frequency parameters. Finding the
optimal parameter setting for the NSS methods is therefore very
hard in practice.

In the study of blind signal processing, one of the most active
and potential application areas has recently been speech separation
and a number of methods for blind separation / deconvolution of
speech have been developed [2]-[4]. These methods work quite
well when each sensor is located close to each source. However,
separation of the speech from noise is still difficult when all the
sensors are located close to one dominant source but far from the
others, as in cocktail party situations. This sensor configuration is
typically employed in practice in stereo conferencing systems; two
microphones being placed in front of the speaker at a reasonable
distance. Moreover, the existing blind separation / deconvolution
methods quite often fail to work where there are more sources than
sensors. On the other hand, although a number of subspace based
methods have also been developed for speech enhancement [5]-
[10], little attention has been paid to the extension to multichannel

outputs.
In this paper, we propose a novel signal enhancement scheme

for stereophonic situations using a combination of a non-recursive
multi-stage sliding subspace projection (M-SSP) and two-channel
adaptive signal enhancement (ASE) approach in order to tackle the
aforementioned problems.

2. STEREOPHONIC NOISE REDUCTION

In this paper, the following model representing a stereophonic
environment is considered as the two channel observation xi(k)
(i = 1, 2):

x1(k) = a · s1(k) + n1(k),

x2(k) = a · s2(k) + n2(k), (1)

where s1(k) and s2(k) respectively corresponds to the left and right
channel speech signal arriving at the respective microphones, n1(k)
and n2(k) are the noise components assumed to be zero-mean and
uncorrelated with the speech signals, and the constant ‘a’ controls
the input SNR. Then, the objective is to eliminate both the noise
components n1(k) and n2(k) from the corresponding observation
x1(k) and x2(k).

In reality, since the stereophonic speech components si(k) are
strongly correlated with each other, it is considered that we can
exploit the property of the strong correlation for noise reduction
by a subspace method.

3. A COMBINED NON-RECURSIVE MULTI-STAGE
SLIDING SUBSPACE PROJECTION AND ADAPTIVE

SIGNAL ENHANCEMENT SCHEME

Fig.1 illustrates the block diagram of the stereophonic noise
reduction system. In the proposed method, a non-recursive multi-
stage sliding subspace projection (M-SSP) is employed to extract
the source speech, whilst the two-channel adaptive signal enhancers
are used to recover the stereophonic image.

In stereophonic situations, since both the speech components
s1 and s2 are strongly correlated with each other, even if the rank is
reduced to one for the noise reduction purpose (i.e., by taking only
the eigenvector corresponding to the eigenvalue with the highest
energy σ1), it is still possible to recover si from yi by using adap-
tive filters as the post-processors.

In other words, we can reduce the additive noise by projecting
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Fig. 1. Block diagram of the proposed stereophonic noise reduc-
tion system.

the observed signal onto the subspace around which the energy of
the signal is mostly concentrated. The problem here, however, is
that, since speech signals are usually non-stationary process, the
correlation matrix can be time-variant. Moreover, it is consid-
ered that the subspace projection reduces the dimensionality of the
signal space, e.g., a stereophonic signal pair can be reduced to a
monaural signal. To solve these problems, we thus propose to use
a combined subspace projection operated within a sliding-window
and signal enhancers realised by adaptive filters. The former tech-
nique can estimate the correlation matrices adaptively, whereas the
latter expands the degraded space into the original whole signal
space again.

3.1. The Subspace Projection for Noise Reduction

The subspace projection of a given signal data matrix contains
information about the signal energy, the noise level, and the num-
ber of sources. By using a subspace projection, it is thus possible
to divide approximately the observed noisy data into the subspaces
of the signal of interest and the noise [11]. A summary of the noise
reduction technique using the subspace projection is given as fol-
lows:

Let X be the available data in the form of an L × M matrix
X = [x1, x2, · · · , xM], where the column vector xi (i = 1, 2, · · · ,M)
is written as xi = [xi(0), xi(1), · · · , xi(L−1)]T (T : transpose). Then,
the eigenvalue decomposition (EVD) of matrix X for M < L is
given by

XT X = VΣVT , (2)

where the matrix V = [v1, v2, . . . , vM ] ∈ �M×M is orthogonal such
that VT V = IM and Σ = diag(σ1, σ2, . . . , σM) ∈ �M×M , with
eigenvalues σ1 ≥ σ2 ≥ . . . ≥ σM ≥ 0. The columns in V are the
eigenvectors of XT X. The eigenvalues in Σ contain some infor-
mation about the number of signals, signal energy, and the noise
level. It is well known that if the signal-to-noise ratio (SNR) is
sufficiently high (e.g., see [12]), the matrix X can be decomposed
as

XT X = [Vs Vn]

[
Σs O
O Σn

]
[Vs Vn]T , (3)

where Σs contains the s largest eigenvalues associated with s source
signals and Σn contains (M − s) eigenvalues associated with the
noise. It is considered that Vs contains s eigenvectors associated
with the signal part, whereas Vn contains (M − s) eigenvectors as-
sociated with the noise. The subspace spanned by the columns of

V s is thus referred to as the signal subspace, whereas that spanned
by the columns of Vn corresponds to the noise subspace.

Then, the signal and noise subspace are mutually orthogonal
and orthonormally projecting the observed noisy data onto the sig-
nal subspace leads to noise reduction. The data matrix after the
noise reduction Y = [y1, y2, . . . , yM]T , where yi = [yi(0), yi(1), . . . ,
yi(L − 1)]T , is given by

Y = XV sVT
s (4)

which describes the orthonormal projection onto the signal space.
This approach is quite beneficial to practical situations, since we
do not need to assume/know in advance the locations of the noise
sources.

3.2. The Non-Recursive Multi-Stage Sliding Subspace Projec-
tion

In many applications, the subspace projection above is em-
ployed in a batch mode. Here, we instead propose an on-line batch
algorithm for adaptively estimating the subspaces which is oper-
ated in a cascading form.

Fig.2 shows a block diagram for the N-stage SSP. As in the
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Fig. 2. Block diagram of the multi-stage (up to N-th stage) SSP
for stereophonic noise reduction.

figure, the observed signals xi(k) are processed through multiple
stages of SSP. The concept of this multi-stage structure was mo-
tivated from the work of Douglas and Cichocki [13], in which
natural gradient [2] type algorithms are used in a cascading form
for blind decorrelation/source separation. In [13], it is reported
that the improvements in the convergence behaviors of previous
decorrelation stages are compounded in subsequent decorrelation
stages. A similar improvement can be obtained using M-SSP,
since, in principle, SSP also performs decorrelation / separation
of signals [14].

Within the proposed scheme, note that since the SSP acts as
a sliding-window noise reduction block, the proposed M-SSP can
be viewed as an N-cascaded SSP processing block. To illustrate
the difference between the proposed M-SSP and the conventional
frame-based operation (e.g., [11]), Fig. 3 is given. In the fig-
ure, x( j) denotes a sequence of the M-channel output vectors from
the j-th stage SSP operation, i.e., x( j)(0), x( j)(1), x( j)(2), . . . ( j =
1, 2, . . . ,N), where x( j)(k) = [x( j)

1 (k), x( j)
2 (k), . . . , x( j)

M (k)] (k = 0, 1, 2,
. . .). As in the figure, the SSP operation is applied to a small frac-
tion of data (i.e. the sequence of L samples) using the original
input at time instance k in each stage and outputs only the signal
counterpart for the next stage. This operation is repeated at the
subsequent time instances k + 1, k + 2, . . ., and thus is the name
‘sliding’.

Then, given the previous L past samples for each channel at
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time instance k (≥ L) and using (4), the input matrix to the j-th
stage SSP X( j)(k) (L × M) can be written:

X( j)(k) = X( j−1)(k)V( j−1)
s (k)V( j−1)

s (k)T (5)

where V( j)
s denotes the signal subspace matrix obtained at the j-th

stage and

x(0)(k) = x(k),

X( j)(0) =

[
0(L−1)×M

x( j−1)(0)

]
.

Note that the above new non-recursive sliding operation is
considered to yield rather a smooth estimate of the signal subspace
from the data, in comparison with the original approach in [15], in
that the estimate is not based upon the data matrix X(k) modified
after recursive (or repetitive) EVD operations.

Then, the first row of the new input matrix X( j)(k) given in
(5) corresponds to the M-channel signals after the j-th stage SSP
operation x( j)(k) = [x( j)

1 (k), x( j)
2 (k), . . . , x( j)

M (k)]T :

x( j)(k) = X( j)(k)T q ,

q = [1, 0, 0, . . . , 0]T (L × 1) . (6)

Since the input data used for the j-th stage SSP is different
from that at the j − 1-th stage, it is expected that the subspace

spanned by Vs can contain less noise than that obtained at the pre-
vious stage and that this approach still works when the number of
the sensors M is small, as in ordinary stereophonic situations.

In addition, we can intuitively justify the effectiveness of us-
ing multi-stage SSP (M-SSP) as follows: for large noise and very
limited numbers of samples (this choice must, of course, relate to
the stationarity of the noise), a single stage SSP may perform only
rough or approximate decomposition to both the signal and noise
subspace. In other words, we are not able to ideally decompose the
noisy sensor vector space into a signal subspace and its noise coun-
terpart with a single stage SSP. In the single stage, we rather per-
form decomposition into a signal-plus-noise subspace and a noise
subspace [6]. For this reason, applying M-SSP gradually reduces
the noise level. Eventually, the outputs after the N-th stage SSP,
yi(k), are considered to be less noisy than the respective inputs
xi(k) and sufficient to be used for the input signal to the signal en-
hancers.

In the M-SSP described above, the orthonormal projection of
each observation xi(k) onto the estimated signal subspace by the
M-SSP leads to reduction of the noise in each channel. How-
ever, since the projection is essentially performed using only a sin-
gle orthonormal vector which corresponds to the speech source,
this may cause the distortion of the stereophonic image in the ex-
tracted speech signals y1(k) and y2(k). In other words, the SSP is
performed only to recover the single speech source from the two
observations xi(k).

3.3. Two-Channel Adaptive Signal Enhancement

In the proposed method, a two-channel adaptive signal en-
hancer (ASE) is then employed in order to compensate for the
stereophonic image. Since, as in Fig. 1, the error signals ei(k)
(i = 1, 2) contain the information about the stereophonic image
(because the observations xi(k) are true stereophonic signals), the
adaptive filters (with sufficient filter lengths) essentially adjust the
delay and the amplitude of the signal in each channel, both of
which are of fundamental to recover the stereophonic image, and
therefore are considered to compensate for the stereophonic image
in each channel.

Moreover, since the respective input signals to the signal en-
hancer are strongly correlated with the corresponding signals of in-
terest, the i-th adaptive filter functions to recover the stereophonic
information in each channel from the signal yi(k) using the delayed
version of the reference signal xi(k − l0). In the diagram in Fig. 1,
the delay factor l0 is given by

l0 =
Lf − 1

2
, (7)

where Lf is the length of each adaptive filter. The insertion of
delay factor is necessary in order to shift the centre lag of the ref-
erence signals in not only the positive but also the negative time
direction by the adaptive filters.

This scheme is then somewhat related to direction of arrival
(DOA) estimation using adaptive filters [16] and similar to adap-
tive line enhancers (ALE, see e.g., [17]). However, unlike an ordi-
nary ALE, the reference signal in each channel is not taken from
the original input but the observation xi(k), as in Fig. 1. More-
over, in the context of stereophonic noise reduction, the role of the
adaptive filters is different from the DOA, as described above.

In addition, in Fig. 1, ci are arbitrarily chosen constants and
used to adjust the scaling of the corresponding input signals to
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the adaptive filters. These scaling factors are normally necessary,
since the choice will affect the initial tracking ability of the adap-
tive algorithms in terms of stereophonic compensation and may be
determined a priori with keeping a good-trade off between the ini-
tial tracking performance and the signal distortion. Finally, as in
Fig. 1, the enhanced signal ŝi(k) is obtained simply from the filter
output.

4. SIMULATION STUDY

In the simulation, three stereophonically recorded speech data
were used for the speech components si(k). For the speech data,
the sentence was “Pleasant zoos are rarely reached by efficient
transportation” in English. Each utterance was recorded by one
female and two male speakers in a non-reverberant room, sam-
pled originally at 48(kHz) and down-sampled to 8(kHz). Each un-
trained speaker was asked not to move their head from the centre
of the two microphones (the distance between the two mics. is
50(cm)). The speech data were then normalised to have unity vari-
ance.

In order to validate the proposed scheme, we tested the fol-
lowing two cases for the noise components ni(k) (i = 1, 2): the two
noise components are 1) synthetically generated i.i.d. sequences,
and 2) the real stereophonic fan noise data recorded in an ordi-
nary room (the shape is rectangular and its size is 200(cm) wide,
350(cm) long, and 230(cm) tall) of a house near the kitchen sys-
tem, without any sound shielding equipped. The two i.i.d. noise
components assumed were the signals generated from 1) uniform
distribution (using MATLAB function, rand() ) shifted to lie within
the range from −0.5 to 0.5, and 2) Normal distribution (using
MATLAB function, randn()).

For the SSP, the length of the analysis matrix is fixed to 32.
In a separate simulation study, we confirmed that this is a reason-
able choice for giving a good trade-off in terms of the performance
and the computational complexity, since the SSP (i.e. the EVD)
operation is the most computationally demanding part within the
proposed scheme (e.g. for the actual computation, applying the
Cholesky’s decomposition requires O(n3/3)).

For the ASE, the standard normalised-LMS algorithm (e.g.,
see [17]) was used to adjust the filter coefficients in the dual adap-
tive signal enhancer (DASE, i.e., the case where M = 2 in Fig.
1). For each adaptive filter, the learning constant was chosen as
0.5. The filter length was fixed to 51, which allows approximately
3(ms) of delay in left/right channel, and, within this range, neither
precedence effect (or, alternatively, Haas effect) nor echo effect
will occur [18]. Moreover, the scalar constants ci were empirically
fixed to 0.1 for both the left and right channels, which was empir-
ically found to moderately suppress the distortion and satisfied a
good trade-off between a reasonable stereophonic image compen-
sation and signal distortion.

For the evaluation of the enhancement quality, the objective
measurement in terms of both the segmental gain in SNR and av-
eraged cepstral distance was also considered (see, e.g. [19]), apart
from the informal listening tests.

4.1. Simulation Results

In Fig. 4, (a) shows the clean speech data, (b) noisy speech
(assumed the input SNR=0dB), (c) the enhanced speech by dual-
mono NSS (with the same parameter setting as for NSS1 in Fig.
5), (d) the speech by only 1SSP (i.e., single stage), (e) only 8SSP

(eight-stages), and (f) 8SSP+DASE. In the figure, it is clear ob-
served that some voiced speech parts are eliminated or greatly
changed in shape for the enhanced speech by NSS, whilst the over-
all shape is preserved by 8SSP+DASE. This coincided with the in-
formal listening tests; the enhanced speech by 8SSP+DASE does
not have such artifacts or distortion as the NSS, and the stereo-
phonic image was recovered to a great extent, compared to the
case of applying only 8SSP. Moreover, it is clear seen that the per-
formance using 8SSP is much better than 1SSP.

In contrast, Figs. 5 and 6 show the comparisons of both the
segmental gain in SNR (e.g., see [20] ) and cepstral distance ob-
tained by averaging over the first three samples (i.e. the samples
uttered in English) for the i.i.d. noise and real fan noise cases, re-
spectively. In both the figures, three different parameter settings
were attempted for the NSS (i.e., indicated as NSS1, NSS2, and
NSS3) in order to see how the performance varies. As in Fig. 5
(a), at lower SNRs, the performance with NSS is better than that
of M-SSP+DASE, while at higher SNRs the M-SSP+DASE algo-
rithm is the best for the i.i.d. noise case. However, at lower SNRs,
as in Fig. 5 (b), the performance in terms of cepstral distance with
NSS (for all the three parameter settings) is poorest amongst all.
Similar to the tendency as observed in Fig. 5, M-SSP+DASE is
the best amongst all at higher SNRs for the real fan noise case, as
in Fig. 6 (a), whilst, in Fig. 6 (b), the approach with 8SSP only
always yields the best. However, the latter contradicts the result
of the informal listening tests; the enhanced speech obtained from
(8SSP only) lacks in the stereophonic image, whereas the image is
mostly recovered in 8SSP+DASE. As is often the case in general
speech enhancement, this indicates that the objective measurement
of cepstral distance can not sufficiently describe this difference,
whilst the segmental gain can do to a certain extent. Then, to in-
vestigate the stereophonic image recovery, the scatter plots in Fig.
7 are given. As in the figure, the scatter plot of the two-channel en-
hanced speech signals by 8SSP+DASE approaches to that of the
clean speech.

5. CONCLUSION

In this paper, a novel stereophonic noise reduction approach
by a combined non-recursive multi-stage sliding subspace projec-
tion (M-SSP) and adaptive signal enhancement has been proposed.
In the proposed method, the M-SSP is used for the extraction of
speech source, whereas the dual adaptive signal enhancers are em-
ployed as the post-processors to recover the stereophonic image.
In the simulation study, it has been shown that the proposed com-
bined approach yields a superior performance to that of the con-
ventional NSS method, in terms of both the objective measure-
ments and the informal listening tests.
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Fig. 4. Simulation results - the case where two additive i.i.d. noise
components generated from Normal distributions are present.
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