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1. Introduction

 Elucidating the underlying mechanisms within the brain for realising the 
human-language faculty remains one of the biggest issues in today’s sci-
ence. In modern theoretical linguistics, much effort has been devoted to the 
development of grammar/syntactic theories on the basis of stringent combi-
natorial rules as represented by the so-called PSGs (Phrase Structure Gram-
mars), rooted in the pioneering works of Harris (1951, 1952) and Chomsky 
(1957), or Dependency Grammar due to Tesnière (1953, 1959). The ap-
pearance of such linguistic theories was sensational, and since then, theoreti-
cal linguists have seriously investigated these radical approaches and, where 
necessary, adjusted them to give (moderately successful) accounts for the 
exceptions encountered during application to real data/examples. However, 
the multiple revisions of the approaches have unavoidably yielded more 
complex rules, which quite often hinders us from straightforward application 
of the revised approaches and investigation of the results so obtained.
 In the book under review, the motivation of Pulvermüller is to propose 
a multi-disciplinary and integrated approach towards building up a neuro-
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science basis of syntactic structures. In support of his attempt, recent ad-
vances in the theory of general cognitive neuroscience accompanied by the 
improvement in the measurement devices for brain dynamics have begun 
to shed additional light on the study of language. In my view, the theory 
of neuronal grammar/syntax developed in the latter part of the book is the 
outcome of his broad perspective from neurophysiology to neuronal model-
ling to linguistics and is firmly grounded in the multitude of new findings 
obtained within the modern neurophysiological/neurobiological context. As 
he admits at the very beginning of the book (p. 1), describing language in 
terms of neurons is not new and a number of such approaches have been 
proposed so far since the age of Freud (Freud (1891), Braitenberg (1980), 
Mesulam (1990), Schnelle (1996), amongst others). However, I still can 
see the uniqueness of this monograph amongst others in the manner of 
integration of different language-oriented studies into one unifying theory: 
the proposal of a neuronal grammar circuit supported by ample amounts 
of psycholinguistic and neuroscientific data collected using various modern 
instrumental measurement technologies. In this regard, Pulvermüller’s ap-
proach does not end up with a mere connectionist modelling but is quite 
challenging in both cognitive/theoretical linguistics and general brain scien-
tific research domains.
 The book then emphasises the importance of conducting multi-disciplinary 
research in theoretical linguistics which can thereby give more unified and 
innovative accounts for various language phenomena observed for example 
in terms of relatively simple neuronal circuits.

1.1. Overview of the Book
 The book consists of fourteen chapters and five “excursuses,” the latter of 
which discuss some of the selected topics in more depth or polish the con-
cepts developed in the earlier chapters but may be slightly away from the 
main topics of interest in the sequel of the chapters. Overall, the mono-
graph can be divided into three parts: first, Chapters 2–7 give the motivation 
from various areas of neuroscientific/psycholinguistic research and thereby 
provide the foundation of the theory of neuronal grammar developed in the 
second part of the book in Chapters 8–12. Third, in Chapters 13 & 14, 
Pulvermüller makes some general remarks on the current trends in cognitive 
linguistics and suggest a few directions in the study.
 In Chapter 1, the author begins with a concise summary of each chapter, 
and suggests three recommended “tours” through the book which partially 
cover the book chapters, depending upon the interest of the readers: i) “Neu-
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roscience” for Chapters 2–5, 8–9, 13, and E1 (Excursus 1), ii) “Linguistics” 
for Chapters 4, 7–12, and 14, and iii) “Modelling” for Chapters 4–6 and 
E1–E5.
 In the earlier part of Chapter 2, an introductory description of how the 
brain is organised is given from the bottom level of a single nerve cell (or 
neuron) to a macroscopic level of cortical areas. Later in the chapter, Pul-
vermüller introduces a new term “functional-web” (or, interchangeably, “cell 
assembly”) to denote a large set of neurons distributed over a small set of 
cortical areas (p. 24).1 The term “functional-web” then represents a particu-
lar concept related to the activity dynamics of the neurons within the actual 
brain, e.g. the neural activity when perceiving the word “cat.” The notion 
of a functional-web is further exploited in both developing the theory of the 
neuronal circuits and describing their dynamics later in the book.
 Chapter 3 introduces some neurological evidence on the laterality of lan-
guage and traditional models of language faculty within the brain, both of 
which are firmly bound to neurological findings of aphasic patients. The 
latter part of the chapter focuses upon some of the recent advances in 
identifying the faculty of language within the brain by means of modern 
neuroimaging technology. In the succeeding chapter 4, the focus is then 
moved on to the neuroimaging studies of words in detail, and a version of 
the functional-web specific to word processing, “word-web,” is newly intro-
duced. Excursus 1 discusses how the clinical observation of double disso-
ciations—for instance, an aphasic patient with severe deficits in producing 
oral language but less difficulty in its understanding—can be modelled by 
exploiting the concept of functional-webs. A simulation example using the 
model is also given. Chapter 5 refines the concept of word-webs mainly 
from a modelling scope. In the chapter, Pulvermüller also suggests that the 
idea of functional-webs gives general accounts for more interesting issues of 
homophones (Section 5.2.1), synonyms (Section 5.2.2), and emotional/affec-
tive meaning (Section 5.3.1).
 In Chapters 6 & 7, the main focus is more shifted to the modelling side of 
the issues in language processing; some well-known models developed within 

 1 Pulvermüller claims that the ‘‘fuzziness’’ residing in the definition of cell assemblies 
and functional-webs does not constitute a fundamental problem (p. 25). In my view, 
however, the meaning of this argument should be restricted to the following: there cer-
tainly exists a population of cells/neurons that co-activate together during a certain period 
of time for a particular purpose. However, due to the limit of currently available mea-
surement technology, the accurate location of each such cell/neuron cannot be specified 
but only statistically measurable.
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connectionism (in Chapter 6) and approaches proposed in the theoretical lin-
guistics domain (in Chapter 7). Chapter 6 also gives a concise summary of 
the studies in ANNs (Artificial Neural Networks). Amongst which are the 
traditional model of McCulloch & Pitts’ logical calculus circuits (McCulloch 
and Pitts (1943), Kleene (1956)) and MLP-NN (Multi-Layered Perceptron 
Neural Network) (Rumelhart et al. (1986), amongst others) with some ap-
plications to language-oriented problems of word category deficits and word 
inflections. In the chapter, Pulvermüller compares some well-known con-
nectionist approaches and the McCulloch & Pitts’ logical calculus model, the 
latter of which gave him a motivation for developing the neural grammar 
circuits in the latter part of the book. In contrast, Chapter 7 highlights two 
well-established linguistic approaches to syntax, i.e. PSG and dependency 
grammar, and gives a counter-argument against the traditional theoretical lin-
guists’ view about the inferiority of the McCulloch & Pitts’ model.
 Chapters 8 & 9 review some well-known neurocomputational models of 
serial order. Amongst many, the review (in Chapter 8) is focused upon 
the “synfire chain” model (Abeles (1991)), which can be thought of as a 
fundamental tenet for syntax representation within the brain. Pulvermüller 
also argues its fundamental weakness when it is extended to describe word 
sequences.
 Chapters 10 & 11 provide the proposal of the neural grammar cir-
cuits. In Chapter 10, the concept of neural grammar circuits is firstly pro-
posed by reflecting on various neuroscientific notions described in the earlier 
chapters. Chapter 11 shows how the neural grammar circuits developed in 
the previous chapter can be translated into a notion more familiar to lin-
guists of assignment rules. Excursuses 2 & 3 are devoted to the descrip-
tion of how neuronal grammar circuits operate at a neuronal level is given, 
via the simulation examples of some simple sentences, as well as alternative 
representations using a set of assignment formulas (Excursus 2). In con-
trast, the simulation examples given in Excursus 3 are for the case where 
a more complex sentence is processed. The design of neuronal grammar 
circuits is slightly modified in Chapter 12, with the introduction of multiple 
activity states of a neuronal set, and then the modified model is shown to be 
extensible to give convincing accounts for the three cases:

 i) the distinction between constituent’s obligatory complements and 
its optional adjuncts,

 ii) the multiple occurrence of the same word form in a string,
 iii) multiple centre embedding.

 Excursus 4 describes how case ii) in the above (i.e. the case where lexical 
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ambiguity resides) can be resolved in terms of the activity dynamics of the 
neuronal circuit in detail, whilst the sentences with multiple centre embed-
ding (case iii)) are shown to be processed with no failure by the neuronal 
grammar circuits given in Excursus 5.
 In Chapter 13, an overview of some previous neurophysiological works 
related to syntax, as well as the author’s perspective for future study, are 
given, the former of which can somewhat be seen as a reminiscence from 
the earlier part of the book. In addition, the author suggests a general 
framework for the empirical justification of the neuronal grammar theory by 
means of modern neuroimaging technology, which is however left for the 
future studies. Finally, in Chapter 14, Pulvermüller’s current view of the 
relation between theoretical linguistics and neuroscience studies is described.
 As seen in the overview above, Pulvermüller’s study integrates various 
disciplines relevant to theoretical linguistics, with the use of currently avail-
able instrumental measurement technologies as much as possible, into a 
unique and consistent research framework and eventually derives the theory 
of the brain circuits that represent the processing relevant to the language 
faculty. The purpose of this review article is therefore to examine carefully 
the main thrusts of the present book, namely the two proposals of func-
tional-/word-webs and neuronal grammar circuits, mainly from a modeller’s 
point of view, whilst reviewing some of the key neuroscientific evidence 
relevant to language processing which appeared mostly in the earlier part of 
the book (Chapters 2–5).
 In the following section 2, a quick review of some key facts known so 
far about language processing within the brain is given. In Section 3, I 
will move on to a careful examination of the neural grammar circuit which 
was proposed with the support of the neuroscientific findings described in 
Chapters 2–5. In Section 4, I will first begin with a rather critical review 
of one of the well-known artificial neural network models, i.e. MLP-NN 
which has been widely applied in various theoretical linguistic problems, 
rather from the engineering view point. This may hopefully supplement 
Pulvermüller’s original arguments given in Chapter 6. In the second half 
of Section 4, another approach of RBF (Radial Basis Function) based con-
nectionist models is introduced. As will be described, such an approach 
can give solutions to various problems inherent to MLP-NN. I will then 
argue why RBF based models may provide a better alternative for neural 
modelling of language in terms of neural plausibility and modelling both the 
perceptual and post-perceptual activities.
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2. What Is Known so far About Language Processing Within the Brain? 
—Some Evidence from Neuroscientific Studies

 As supported by a number of neurological and neuroimaging studies (p. 
13), it is generally known that the part of the brain most relevant for lan-
guage is the cerebral cortex. Neuroanatomically, the human cortex can be 
roughly divided into two hemispheric parts: left and right cortical hemi-
spheres. For language processing, the left hemisphere is said to be domi-
nant in the large majority of individuals, as justified by means of modern 
neuroimaging technologies (Zatorre et al. (1992), Petersen and Fiez (1993), 
Näätänen et al. (1997), Shtyrov et al. (2000)). However, it is also said 
that such language laterality is rather gradual, according to the studies using 
MEG (MagnetoEncephaloGraphy), multichannel EEG (ElectroEncephalo-
Graphy), and fMRI (functional Magnetic Resonance Imaging) (p. 40, Pulver-
müller (1999)). Moreover, some neuropsycological studies imply that the 
right hemisphere even contributes to the fundamentals of language process-
ing. For instance, distinction of words from meaningless material can be 
reliably performed by the right hemisphere (p. 42, Zaidel (1976, 1985)). In 
relation to this, it is considered that additional information processing occurs 
within the nondominant hemisphere (right) in order to help optimising the 
word processing within the dominant (left) hemisphere (Pulvermüller and 
Mohr (1996), Hasbrooke and Chiarello (1998)).
 Apart from the aforementioned studies based upon the left and right hemi-
spheric partitions, each hemisphere can be subdivided into approximately 50 
to 100 areas (p. 14 Figure 2.3, Brodmann (1909)), or, from another view, 
the human cortex is partitioned into four lobes: i) the frontal lobe: upper 
left, ii) parietal lobe: top, iii) occipital lobe: back, and iv) temporal lobe: 
bottom (see also Gazzaniga et al. (2002: 72 Figure 3.9)). In general, such 
subdivisions are made dependent upon the study of interest. Amongst the 
aforementioned four lobes, both the frontal and temporal lobes are consid-
ered to be most crucial for language, the areas of which exhibit a smaller 
volume of white matter (that is made up primarily of axons and their glia 
sheaths) in the left hemisphere (p. 41). In contrast, as many clinical obser-
vations have indicated, the so-called areas of i) Broca (Brodmann’s 44 and 
45 areas, in the inferior frontal lobe: Broca (1861)), ii) Sylvian fissure (the 
boundary running horizontally below the Broca’s area), and iii) Wernicke 
(Brodmann’s 22, 39, and 40 areas, spread to both the temporal and parietal 
lobes; Wernicke (1874)) areas are anatomically considered as the central ar-
eas for language processing (p. 35).
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 In general, these aforementioned studies are fundamental for analysing the 
brain activities relevant to language processing.

2.1. Neuron: as the Functional Element of the Brain
 In general cognitive neuroscience, the most fundamental element within 
the brain is conceived as a “neuron” that consists of dendrites, a cell body, 
and axon. A neuron then receives signals from others through the dendrites 
and eventually transmits its own signals to other neurons via the axon and 
its branches (p. 10). The human cortex is said to contain more than 10 
billion neurons (p. 13, p. 23, Braitenberg and Schüz (1998)). Thus, the 
human cortex is topologically considered as a fairly large-scale complex 
system that consists of numerous numbers of nodes (i.e. represented by neu-
rons) and their mutual interconnections (i.e. the synaptic connections).

2.2. The Notion of Functional-Web
 With the aforementioned neuroscientific findings behind, Pulvermüller (p. 
24) then introduces the concept of functional-web in modelling higher brain 
processes, as a set of cortical neurons

 i) that are strongly connected to each other
 ii) that are distributed over a specific set of cortical areas
 iii) that work together as a functional unit
 iv) whose major parts are functionally dependent on each other so 

that each of them is necessary for the optimal functioning of the 
web.

 Throughout the book, the term “functional-web” is used to specify a par-
ticular large set of neurons distributed over a small set of different cortical 
areas (p. 24), which eventually constitutes a neuronal network within the 
brain exhibiting a particular functionality, e.g. the functional-web represent-
ing the concept of the word “cat” (hence, the “word-web” of “cat” con-
cept). Pulvermüller further postulates that such a functional-web may also 
establish the connections with neurons within the amygdala and midbrain, 
both areas of which are considered to play a significant role in representing 
the emotional/affective properties of words (Section 5.3).
 In the above, the first claim i) reflects the neurophysiological evidence 
that the adjacent neurons are heavily connected and thereby form local clus-
ters (p. 21). According to the neurophysiological findings by Hubel (1995), 
for instance, a group of neurons within a column of visual cortex respond 
to similar visual stimulus features. Then, the work due to Hubel can give 
empirical evidence for both claims iii) and (partially) iv) in that neurons in 
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a local cluster (called a “column”) exhibit similar functional characteristics 
and must therefore be functionally dependent upon each other. In respect 
of the functional dependence, Pulvermüller also gives a postulate that, as 
individual neurons are too noisy and unreliable computational devices, large 
neuron ensembles should cooperate together for achieving reliable informa-
tion processing (p. 23).
 Now, let us turn to some of the studies on a more macroscopic level of 
connections for claim ii), i.e. the cortical-level connections. In the animal 
study of macaque monkeys, it was found that the adjacent areas of primary 
motor and somatosensory cortices have direct synaptic connections with 
a high probability (Young et al. (1995)), whilst most of the other primary 
cortical areas are not directly connected to each other (Pandya and Yete-
rian (1985)). By taking these empirical facts into account, it is possible to 
conjecture (in the phylogenetic sense) that the neurons within the primary 
auditory cortex and primary motor cortex in human brains are connected 
to each other via the “relay neurons” (p. 28) within the inferior frontal 
lobe (Brodmann’s areas 44 and 45) and those within the superior temporal 
lobe (Brodmann’s areas 22 and 42) (Pandya and Yeterian (1985), Deacon 
(1992)). By generalising this notion, it is then considered that such relay 
neurons are crucial for not only establishing (unidirectional) connections be-
tween actions and auditory input but also mutual associations amongst other 
modalities, such as auditory-visual, somatosensory-visual, and visual-action 
(p. 18). Since the mapping between primary areas is indirect, the relay 
neurons may greatly contribute to storing complex relationships between 
input and output patterns (p. 21). In support of this view, according to the 
neurophysiological studies (Fuster and Alexander (1971), Fuster and Jervey 
(1982)), a group of neurons that respond to a particular stimulus input and 
then show similar dynamics were found in the prefrontal cortex (i.e. the area 
responsible for action control), as well as in the inferior temporal lobe (i.e. 
the area responsible for perception) of macaque monkeys; a near-exponential 
decrease of neuronal activity was observed after their stimulus-driven activa-
tion. On the other hand, the rich history of neurological investigation into 
language disorders, i.e. aphasias, the symptoms of which mostly appear to 
be multimodal, including deficits in producing and comprehending spoken 
language and those in both reading and writing (p. 34), (Broca (1861), Lich-
theim (1885), Wernicke (1874)), can provide another strong evidence for the 
concept of word-webs, in that the areas in both the prefrontal and temporal 
lobes are jointly most crucial for the language processing (p. 28). In sum-
mary, these investigations generally support the remaining claim ii) above 
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in the sense that there are neurons with cross-cortical connections which 
thereby cooperate together for a particular information processing.
 On the basis of these neuroscientific findings/investigations, it is not im-
plausible that higher brain processes are realised by functional units above 
the level of a single neuron (p. 22, Hebb (1949)), i.e. a certain large set of 
neurons, which then led Pulvermüller to define the concept of a functional-
web. Moreover, such a view may be extended to provide an eloquent ac-
count for the controversial issue of perception: the reason why the cognitive 
postulate of single mother’s cell is not feasible (i.e. the concept of “mother”, 
for instance, is represented by a single cell; e.g. see Gazzaniga et al. (2002: 
211)).

2.3. Temporal Dynamics in a Functional-Web
 Pulvermüller then moves on to a discussion of temporal dynamics in a 
functional-web, based upon some theoretical investigations into the models 
of associative memory (p. 29). Since the cortex is considered to be an as-
sociative memory allowing for merging information from different modali-
ties (which is driven by the correlation of spatiotemporal patterns of neu-
ronal activity) (p. 28), defining the temporal dynamics in a functional-web 
can naturally follow. Moreover, for a particular perceptual processing, for 
instance, Pulvermüller’s concept of an associative memory could even be 
exploited to model the psychological sense of “Gestalt completion” phenom-
ena (p. 29, Willshaw et al. (1969)).
 In summary, the following four states characterise the temporal activity 
dynamics of a functional-web:

 i) ignition: the state of activity in which stimulation of a fraction of 
neurons leads to a full activation of the entire population of neu-
rons (p. 29, p. 170, Braitenberg (1978), Palm (1981, 1982)),

 ii) reverberation: the state in which the neuronal assembly retains 
its activity with the level of activity falling off exponentially 
with time, after an initial brief ignition (p. 32),

 iii) priming: the state representing the subthreshold activation of a 
functional-web as a result of the input from one or more other 
neuronal sets (p. 170),

 iv) inactivity: the resting state of a functional-web
 Related to state ii) above, the empirical fact obtained from the memory 
task experiment using a monkey (Fuster (1995)) provides the evidence that 
the memory interval of reverberatory activity can last for tens of seconds (p. 
32). In addition to this, it is postulated that massively reverberatory circuits 
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produce precisely and timed high-frequency rhythms when they are active 
(p. 53, Milner (1974), von der Malsburg (1995), Pulvermüller et al. (1997), 
Tallon-Baudry and Bertrand (1999)), as justified by the neuroimaging stud-
ies using EEG/MEG (Krause et al. (1998), Eulitz et al. (2000), Pulvermüller 
(2001), amongst others) within the context of word/pseudo-word discrimina-
tion tasks. These studies can then provide strong support for the existence 
of word-specific functional-webs (or “word-webs”) in the actual brain.
 In conclusion, taking the line of the supportive neurophysiological stud-
ies as reviewed in this section, the notion of a functional-/word-web and the 
aforementioned four states i)–iv), describing the temporal activity dynamics 
in functional-webs, sufficiently reflects the current neuroscientific view of 
language and thus can give a reasonable basis for modelling the information 
processing relevant to language occurring within the brain. The notion of 
functional-/word-web is extensively exploited in modelling neuronal gram-
mar circuits appeared in the later part of the book.
 In the following section, I then move on to examine the core proposal of 
neuronal grammar circuits.

3. Neuronal Circuits Representing Grammar

 As Kinoshita (1996: Chapter 6) pointed out, to represent syntactic struc-
tures in terms of neurons, it is first of all deemed to be crucial for consider-
ing how such a sequence detection mechanism is represented in the neural 
modelling of grammar (cf. the argument in the beginning of Section 9.3 in 
p. 163). In the actual brain, however, the smallest unit for the perception 
of language sounds still is not known (and therefore remains a matter of 
debate) (Ōtake (1995: 134))—it may be a phoneme, sub-word, or something 
else. At a glance, one may feel that here we are totally at a loss for find-
ing an appropriate clue in modelling the sequence detection mechanisms for 
language processing. In my opinion, however, this is not the case, and it 
is in turn good for us to depart from the conjecture that the smallest unit is 
a phoneme (or sub-word). This will be worthwhile, if (as a general rule) 
the model(s) proposed based upon such a conjecture can give more eloquent 
accounts for various aspects of language processing than existing approach-
es. On this basis, one of the promising approaches is to imitate such a 
detection mechanism using an artificial neuronal network (or connectionist) 
model to be described next, perform the simulation study (as also given in 
the latter part of the present book), and discuss the results obtained in due 
course.
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3.1. Detection of Serial Order for a Word Sequence
 In Chapter 8, Purlvermüller begins with the so-called “synfire chain” mod-
el (Abeles (1991)), which was proposed as the putative mechanism within 
the brain for realising a serial order processing: e.g. event A first occurs and 
then B does. A synfire chain can be composed of a total of around 50–100 
neurons (Diesmann et al. (1999), p. 149 Figure 8.1) and applied to detect a 
sequence of behaviours (Lashley (1951)) or the phonemes of a word (e.g. 
the word “cat”; the sequence of phonemes: [k], [æ], and followed by [t]; 
p. 152). Then, it is argued that such chains may be found in functional-/
word-webs (p. 156). On the other hand, it is described how McCulloch & 
Pitts’ logical circuit which appeared in Chapter 6 (p. 101 Figure 6.2) can 
also be regarded as a biologically plausible model of serial order, with the 
supportive neurophysiological findings of similar mechanisms in cerebellar 
Purkinje cells or the visual system of arthropods and vertebrates (Reichardt 
and Varju (1959), Barlow and Levick (1965), Hubel (1995), Braitenberg et 
al. (1997), amongst others). Pulvermüller claims that, unlike synfire chains, 
the sequence detector modelled by McCulloch & Pitts’ circuit requires only 
a few neurons (p. 101 Figure 6.2).
 However, as he argued in Section 9.2, at the moment, it seems to be com-
pelling that neither of the two can fully explain a sequence detection mecha-
nism for a larger time scale (e.g. a scale spanning tens of seconds) such as 
the detection of word strings (Section 9.2). Then, he instead proposes a 
sort of trade-off on the basis of the neurophysiological findings obtained so 
far—detection mechanisms of a word sequence can be found at the level 
not of individual neurons but of a population of them; in his term, the cor-
responding functional-web, the functionality of which may be common in 
the perisylvian cortex (p. 167). Nevertheless, it is not denied that both the 
synfire chains and networks similar to the McCulloch & Pitts’ circuits still 
hold some strong neurophysiological evidence for the sequence detection.
 In Section 9.3, Pulvermüller moves on to a comparison of the neural se-
quence detection mechanism with a traditional phrase (or tree) structure rep-
resentation. He then claims that the tree representation is not economical 
in the sense that it requires both the tree construction and within-tree trans-
port of features, whereas syntactic structures can be represented by a unified 
mechanism of neuronal wiring within functional-webs (p. 164). In this 
limited sense, this is considered to be a generally acceptable notion. Then, 
he continues that difficulties arise in explaining certain aspects of syntactic 
priming effects by existing syntactic theories (p. 165, Pickering and Brani-
gan (1999)), though to confirm this seems to require a more thorough justi-
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fication.

3.2.  Neuronal Grammar Circuits Based Upon the Sequence Detection of 
Lexical Categories

 In Section 10.6, Pulvermüller introduces the concept of mediated se-
quence detection mechanism to the representation of serial order for lexical 
categories2 by applying the notion of temporal dynamics in functional-
webs. Then, this yields the fundamental idea in developing his neuronal 
grammar circuits.
 It should be noted that the notion of introducing serial order by means of 
avoiding individual lexical items but exploiting categories is quite useful, 
(at least) from a modelling perspective (cf. Hoya (2005: Section 9.2.3)). In 
other words, this conjecture can be intuitively drawn (albeit putting aside 
its biological/neurophysiological justifiability) by considering a dramatic 
decrease in the number of entities required for constituting the sequence 
mechanisms in a grammar of language (e.g. for a single language including 
100,000 word forms/morphemes, say, the number of lexical categories can 
be estimated to be around 100; for the approximation in detail, see p. 192 
Table 10.2).
 Next, to be more concrete, let us examine the following simple sentence 
in terms of Pulvermüller’s neuronal grammar circuit:

 (1) Alexandra wakes up.
The fragment of the neuronal circuit accepting this simple sentence can be 
illustrated as follows (cf. p. 217 Figure E2.1):

    Figure 1.  Fragment of the neuronal grammar circuit that accepts the 
sentence: “Alexandra wakes up.” (cf. p. 217 Figure E2.1)

 2 In Pulvermuller’s neuronal grammar circuit, it seems that there is no fundamental dif-
ference in implementing the serial orders for lexical and functional categories (nor in the 
translation into assignment rules as given in Chapter 11), which is however an important 
issue in theoretical linguistics domain. To justify this, a rigorous analysis and justifica-
tion would be necessary, which is beyond the scope of the present review article.

wakesAlexandra up

Vp(p)V(p)N(f) V(f)
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 In Figure 1, each circle is depicted as a population of neurons, rather than 
a single neuron, for representing the corresponding word, the arrows indicate 
the existence of (rather unidirectional) connections between the populations, 
and the symbols N(f), V(f), V(p), and Vp(p) denote the lexical categories 
of noun/verb with the expectation that a “forward sentence feature” fol-
lows (i.e. the former N(f) and V(f); p. 210), and the categories of verb/verb 
particle followed by a “backward sentence feature” (i.e. the latter V(p) and 
Vp(p)), respectively.
 Alternatively, the neuronal grammar circuit as shown in Figure 1 can be 
translated into the following dependency grammar like set of the three for-
mulas; assignment (2)–(4), valence (5)–(7), and sequence formula (8) and 
(9) (cf. (10)–(17) in pp. 216–217):

 (2) Alexandra ←→ N (noun)
 (3) wake(s) ←→ V (verb)
 (4) up ←→ Vp (verb particle)
 (5) N  (/*/ f)
 (6) V  (p /*/ f)
 (7) Vp  (p /*/)
 (8) N(f) → V(p)
 (9) V(f) → Vp(p)

 In (5), the lexical category of noun is characterised by a lexical item fol-
lowed by a single forward sentence feature (i.e. represented by the letter “f” 
within a pair of the parentheses), whereas that of verb as given in (6) has 
both the forward and backward (i.e. denoted by the letter “p”) sentence fea-
tures. Then, as in (8) and (9) above, a sequence formula has a single-sided 
arrow (“→”) representing a specific serial order of the two lexical items; 
Formula (8) can be transcribed as “the population of neurons representing 
the lexical category of noun connected to that of the verb category.”
 In Excursuses 3–5, the original neuronal grammar circuits are refined, by 
allowing multiple levels in both the priming and reverberating states, and 
exploited further to give accounts for the case of lexical ambiguity, such as 
where i) discontinuous constituents/words (Section 7.3), ii) multiple occur-
rence of the same word but with different lexical categories, and iii) mul-
tiple centre embeddings (Section 7.2) appear in a processed sentence. The 
simulation studies at a more microscopic level of neuronal activity dynamics 
in the neuronal grammar circuits for these cases, as well as their dependen-
cy grammar transcriptions, are then presented within the respective excursus-
es. Figures 2 and 3 illustrate respectively the fragment of the neuronal cir-
cuit that accepts the sentence including discontinuous words (in the figures, 
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each number within each pair of curly braces representing the corresponding 
lexical category indicates the priming/reverberation level):

(10) Alexandra turns the switch off.

Figure 2.  Fragment of the neuronal grammar circuit that accepts the sen-
tence: “Alexandra turns the switch off.” (cf. p. 228 Figure E3.1)

and the fragment of the circuit for the following sentence with multiple cen-
tre embeddings:

(11) Alexandra who Tomas who Lisa helps loves wakes up.

Figure 3.  Fragment of the neuronal grammar circuit that accepts the sen-
tence: “Alexandra who Tomas who Lisa helps loves wakes up.” 
  (cf. p. 256 Figure E5.1)
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(For the network dynamics in detail and alternative representations of the 
neuronal circuits as shown in Figures 2 and 3 by the dependency grammar 
like rules, see Excursus 3 and 5.) Then, it is obviously seen that these 
neuronal circuit representations are not only conceptually intuitive but also 
applicable to visualise precisely how the processing of such intricate sen-
tences can be explained by means of the activity dynamics of the nodes in 
neuronal networks.
 As seen so far, it is said that Pulvermüller’s concept of neuronal grammar 
circuits has been proposed with the support of a rich amount of various neu-
roscientific data obtained so far and with a line of simulation examples for 
the neuronal processing of some intricate sentences, the issues of which are 
also central to modern theoretical linguistic domains. The proposal is then 
accompanied by both the extensive simulation studies/further justifications 
made in Chapters 10–12 & Excursuses 2–5 and the comparison with the ex-
isting formalists’ accounts such as PSGs and syntactic trees (as described in 
Chapter 7).
 However, as he admits (pp. 263–264), there still remain some fundamen-
tal issues to be addressed in a further study: i) how the absence of overt 
translatives (p. 264) is processed and ii) whether the proposal of neuronal 
grammar circuits can be universally applicable to give accounts for other in-
teractive cognitive modalities; semantic representations of words (p. 264) or 
perceptual processing of auditory/visual sensory data, the latter of which is 
also relevant to the issues of pattern recognition by ANNs described in the 
following section.

4. Artificial Neural Network Models for Language

 As aforementioned, Pulvermüller’s neuronal grammar circuit developed in 
Chapter 10 is based upon the traditional ANN model of McCulloch & Pitts’ 
logical calculus. In Chapter 6, some other well-known ANN models for 
language problems are also described.
 In this section, I firstly give a rather critical review of the most widely-
known model amongst theoretical linguists, i.e. the MLP-NN, then compare 
with another approach of RBF (Radial Basis Function) based models, which 
are not discussed in the present monograph, and finally describe how RBF 
based models could benefit the further advances in modelling language phe-
nomena.
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4.1. MLP-NN
 One of the well-acknowledged ANNs, or probably the most widely spread 
connectionist model amongst theoretical linguists, is MLP-NN, an extended 
version of the classical Rosenblatt two-layered perceptron network (Rosenb-
latt (1959)), and, as described in Sections 6.3 and 6.4, MLP-NNs have been 
applied to model various aspects of language processing. A typical MLP-
NN model has a feed-forward structure consisting of three layers (i.e. input, 
hidden, and output layers, respectively) of multiple nodes (representing 
neurons), each of which outputs an analog value (i.e. approximated by an 
s-shaped or sigmoidal function), rather than binary. Then, the neurons in 
each layer are connected only to those in the subsequent layer, with weight-
ed connections (or simply “weights”) in between which are normally tuned 
by the so-called “backpropagation” algorithm so that the network yields the 
desired input-output mapping. Since the middle ’80s, the MLP-NN has 
been a representative connectionist model in various disciplines, due to its 
simple architecture, and applied extensively to various problem domains.
 However, within the engineering context, it is now well known that MLP-
NNs are not always capable enough to handle the problems of interest (cf. 
Pinker (1999)), which is considered to be mostly ascribed to the numerical 
instability inherent to a gradient-descent iterative parameter tuning method, 
such as the backpropagation algorithm, during the network parameter tun-
ing (cf. Marcus (2001: Chapter 2), Hoya (2005: Chapter 2)). On the other 
hand, recently it has also been a matter of debate from a cognitive neurosci-
entific view point, in that i) whether the implementation of backpropagation 
algorithm is biologically plausible is still not clear (cf. Stork (1989), Marcus 
(2001: Chapter 2)) and that ii) the strict-sense of modularity as in MLP-NNs 
is not that appealing (cf. Section 6.3, Pinker (1999)).
 Moreover, in the neurophysiological study due to Hopfield (1995), it is 
suggested that to recognise an object the functional unit based upon an RBF, 
which can be composed by a population of spike neurons, yields a more 
powerful biological device, rather than a sigmoidal function as exploited in 
MLP-NNs. His view then appears very encouraging, as it can neurobio-
logically support the notion that the RBF based connectionist models, which 
will be discussed in the following subsection, could potentially be a funda-
mental basis for representing various cognitive functionalities and thus are 
considered to play a significant role for modelling various language-oriented 
processing occurring within the brain.
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4.2. RBF Based Connectionist Models
 In terms of design, an RBF is nothing more than a Gaussian distribu-
tion function in the probabilistic sense, which then acts as a similarity 
measurement between the input data given and the template data stored as 
the centroid vector, which has been widely exploited to form the so-called 
RBF-NNs (RBF Neural Networks) (Moody and Darken (1989), amongst 
others). Similar to an MLP-NN, a traditional model of RBF-NN is a three-
layered feed-forward type network consisting of input, hidden, and output 
layers, whereas, unlike an MLP-NN, the hidden and output neurons are rep-
resented by the RBFs and linear sum operators, respectively, instead of all 
sigmoidal functions. In other words, the RBF-NN model is not completely 
a distributed connectionist model but rather can be seen as a hybrid of the 
distributed and localist connectionist model, in the sense that each hidden 
neuron (RBF) itself locally holds the template data. In contrast to the hid-
den neurons, the weight connections between the hidden and linear output 
neurons are somewhat distributed, each of which eventually represents the 
degree of certainty in the template data stored within the corresponding 
RBF and the class ID represented by the linear output neuron. Moreover, 
it can be seen that, since the hidden layer composed by “a population of” 
RBFs can have multiple representatives of the same class, the model is less 
likely to be of the form of a single-mother’s cell but much closer to that of 
an ensemble coding scheme (cf. Gazzaniga et al. (2002)).
 Taking these into consideration, the “kernel memory” model was proposed 
(Hoya (2004, 2005)), which can also be regarded as a variant of RBF net-
works. However, the kernel memory is fundamentally different from the 
conventional RBF based models in the following:

 i) Lateral connections amongst RBFs are considered, unlike the 
family of RBF-NNs or MLP-NNs, and thereby in principle no 
topological constraint is present in the network structure, which 
could lead to a more life-like representation of neural net-
work. Then, for instance, a kernel memory network can be self-
structured by applying the Hebbian-motivated learning algorithm 
to be mentioned in iii) as in the below.

 ii) Unlike traditional RBF-NN models, a simultaneous multiple 
domain data processing is possible within a single model of 
kernel memory, as each RBF can accept input data of different 
dimensionalities. (This extension can then remove the strict 
sense of modularity as well.) Moreover, the desirable features 
of incremental learning (cf. Macwhinney (2001: Section 3)) and 
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accommodation of new classes (categories) (cf. Hoya (2003)), es-
pecially in pattern recognition domain, are also straightforwardly 
possible within the context of kernel memory, which are general-
ly hard to achieve by means of conventional learning algorithms 
for MLP-NNs or associative memory.

 iii) The connections between RBFs can be trained by the non-
iterative algorithm motivated from the traditional Hebbian learn-
ing principle (Hebb (1949), Hoya (2004, 2005)), and thereby 
no numerical instability is involved during the tuning of the 
network parameters; in the training phase, an input pattern will 
be automatically added to the system, where it is found to be 
appropriate, and immediately functions as a new constituent of 
the system. Moreover, the (biological affirmative sense of) re-
ciprocal (or asymmetric) connections (cf. p. 110) between a pair 
of the nodes (here, the nodes not limited to ordinary RBFs but 
represented by any other linear/non-linear functions) can also be 
exploited within kernel memory.

 iv) Within the artificial mind system (Hoya (2005)) context, the 
concept of kernel memory can be exploited further to model the 
(loosely distinct) modules of mind (cf. Fodor (1983), Hobson 
(1999)), with the aforementioned properties of kernel memory in 
i)–iii) above.

 Related to the kernel memory, it has been shown in the recent article 
(Hoya and Washizawa (2007)) that an artificial neural network system which 
acts as a simultaneous multi-domain pattern associator and classifier con-
structed based upon kernel memory can achieve a superior performance, 
in comparison with one of the state-of-the-art machine learning methods of 
support vector machines (Vapnik (1996), amongst others).
 Then, up to this point, we may envisage a model of perceptual process-
ing: the simultaneous multi-domain pattern associator and classifier can be 
a functional element within a certain word-web(s) which, for example, plays 
the central role in establishing associative (or dual-domain) connections be-
tween auditory and visual sensory data acquired, as well as perceptual pro-
cessing of the respective data domains (i.e. represented by the sub-networks 
within a particular word-web responsible for the pattern recognition tasks).
 The discussion so far has been mainly concentrated around why RBF 
based models could be a better alternative in the view of neural plausibility 
and advantages mainly in modelling perceptual activities, both of which are 
essential to general language processing. Turning back to Pulvermüller’s 
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original neuronal circuit concept, it is not clear if the concept can be also 
extensible to give concrete accounts for not only syntactic structures (or 
post-perceptual processing) but also the perceptual processing as discussed 
above. Moreover, note that the post-perceptual processing, sequence detec-
tion of the recognised linguistic elements, can also be carried out, by mea-
suring the similarity between the spatio-temporal activation pattern input (i.e. 
obtained from a population of neurons responsible for the respective lower 
perceptual activities) to an RBF, which represents a particular serial-order of 
lexical/functional items recognised at the perceptual level, and the template 
data stored as a centroid vector of the RBF which generalises a particular 
category of serial-orders (cf. Hoya and Toyoda-Akiho (2006)). Such a 
framework could be consolidated further by introducing the concept of mul-
tiple activity states, similar to the one in the present monograph, within the 
activation output of each RBF, which is currently under investigation.

5. Conclusion

 In this review article, I have firstly carefully examined the two main pro-
posals of the book, namely both the concept of functional-/word-webs and 
the neuronal grammar circuits, mainly from a modeller’s viewpoint, whilst 
reviewing some of the key neuroscientific findings/investigations obtained so 
far. Then, I have given a rather critical review of the well-known model of 
MLP-NN amongst psycho-/theoretical linguists and suggested that the mod-
els based upon RBFs could potentially take place/give further accounts for 
modelling various phenomena relevant to language, especially in terms of 
both the perceptual and post-perceptual (or syntactic processing) activities.
 As Pulvermüller pointed out in the book, the studies based upon neural 
models have not been vigorously conducted so far in theoretical linguis-
tics. This can perhaps be the combined result of, as the author also in-
dicated in the concluding chapter of the book (p. 271), the following two 
reasons:

 i) The models within the ANN context are still not powerful 
enough to explain various linguistic data obtained.

 ii) Due to the current limited availability of measurement technol-
ogy for brain analysis, we are still not at the stage of discussing 
language in terms of neurons.

 Related to i) above, there may be another reason, since the MLP-NN 
model has been so pervasive that unfortunately the term connectionism 
has become almost a synonym of only a single kind of ANN model, i.e. 
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the MLP-NN (Marcus (2001: Preface)), amongst researchers. However, I 
would like to stress that we should not ignore the recent advances in con-
nectionism; some models other than MLP-NN, such as the aforementioned 
RBF based models, have been found to be convincing, especially in the 
general pattern recognition domain, and have come to be acknowledged as 
promising connectionist models alternative to the conventional MLP-NN, 
within both the neurocomputational and neurophysiological contexts.
 Besides, note that, in order to fully uncover up-to-the-minute details of 
the processing within the brain for various language-oriented phenomena, 
further technological advances are essential for achieving a leap forward, as 
well as more theoretical investigations via the modelling (cf. the argument 
in the middle of p. 178).
 Although, as aforementioned, there is certainly a boundary between the 
approaches within theoretical linuguistic and those within neuroscientific 
research domains, a shared view is still held within both domains in the 
sense that there must be essentially a unique law or principle governing the 
language faculty of humans, which is eventually realised in terms of neu-
ronal networks within the brain (cf. the argument in p. 9), regardless of any 
particularities of a single language.
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