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Notions of Intuition and Attention Modeled by a
Hierarchically Arranged Generalized Regression
Neural Network

Tetsuya Hoya, Member, IEEE

Abstract—In this paper, two psychological functions, intuition
and attention, are modeled by a newly proposed hierarchically ar-
ranged generalized regression neural network (HA-GRNN). The
main contribution of the paper is two-fold:

1) to provide an engineering basis for a macroscopic represen-
tation of psychology-oriented functions by means of artificial
neural networks;

2) to propose a concrete model for the two functions, intuition
and attention, in terms of the associated interactive and evo-
lutionary processes within an HA-GRNN.

In the simulation study, the effectiveness of an HA-GRNN is justi-
fied within the context of pattern classification tasks.

Index Terms—Attention, generalized regression neural net-
works, intuition, psychological functions.

I. INTRODUCTION

NTERPRETING the notions of actual brain by means of

artificial neural networks is really a challenging problem.
Historically, the interpretation of psychological functions has
raised a number of issues and in due course lead to controversies
among many disciplines from biology to philosophy. Now, with
the advancements in both biological and psychological studies
as well as information technology, one of which we wish to
achieve in near future is to develop so called the “brain-style”
computers.

It is said that one of the key issues toward the development
of brain-style computers is how to elucidate the notion of “intu-
ition” in terms of artificial neural networks (e.g., See [1]).

On the other hand, modeling the notion of “consciousness”
has recently been a topic of great interest in robotics [2]—[5].
For instance, such a concrete modeling can be found in [5], in
which the authors developed an intelligent robot which can to
some extent mimic an actual animal’s behavior by means of
the consciousness model. In contrast, in [2], a virtual machine
(referred to as Magnus) in which the author modeled the notion
of artificial consciousness is proposed.

In this paper, it is addressed that such psychological func-
tions, “intuition” and “attention,” can be interpreted in terms
of the associated interactive processes and evolution of the
novel hierarchically arranged generalized regression neural
network (HA-GRNN) in which each sub-network is based
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upon a memory-based architecture. The effectiveness of the
HA-GRNN is then justified within the context of pattern
classification tasks.

The generalized regression neural networks (GRNNs)
[6]/probabilistic neural networks (PNNs) [7] fall in the cat-
egory of radial basis function neural networks (RBF-NNs)
[8], while, unlike the standard RBF-NNs, they share a special
property that the weight vectors between the RBFs and output
neurons are fixed to the target vectors. By virtue of this attrac-
tive property, a dynamic neural system can be modeled without
any complex mathematical operations. As an example, in [9],
a two-stage memory system, the model of which was inspired
from the psychological study of the short-term (STM) and long-
term memory (LTM) concept [10], is proposed using GRNN/
PNNs. Then, in [9] the model is applied to on-line batch pattern
correction of both digit voice/character recognition tasks.

In addition, an RBF-NN has often been referred to as
a Gaussian mixture model (GMM) [11], or it even can be
subsumed into the concept of support vector machine (SVM)
[12] by regarding the RBFs as Gaussian kernel machines. So
far, these concepts have been successfully applied to a wide
variety of signal processing-oriented problems, such as pattern
classification, signal modeling and prediction (e.g., see [13]),
or adaptive control (e.g., see [6]).

The organization of the paper is given as follows: in the next
section, the configuration of a GRNN is summarized. In Sec-
tion III, a hierarchically arranged generalized regression neural
network (HA-GRNN) is newly proposed, which provides a basis
for modeling psychological functions. The interpretation of the
two notions, intuition and attention, is then described in Sec-
tion IV in terms of the associated interactive processes and the
evolution of an HA-GRNN. In Section IV, the linkage between
the hierarchical memory system and the notions of both intu-
ition and attention is elucidated. Section V is devoted to the
simulation study of modeling these psychological functions by
constructing an HA-GRNN using the three domain pattern sets
of digit voice/character classification tasks. Finally, the paper is
concluded in Section VI.

II. CONFIGURATION OF A GRNN

A multilayered generalized regression neural networks
(ML-GRNN) [14] with N; input neurons, N, radial basis
functions (RBFs), and N, output neurons is illustrated in
the upper part in Fig. 1. In the figure, each input neuron
x;(i = 1,2,---,N;) corresponds to the element in the
input vector £ = [x1,22,---,7n,]T (T: vector transpose),
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hi(j = 1,2,---,Ny) is the j-th RBF (note that Ny, is varied),
||---]|3 denotes the squared Lo norm, and the output of each

neuron ox(k = 1,2,---, N,) is calculated as
1 Ny,
Ok =5 ij,khj (1)
j=1
where:
No Np
6= Z Z w]-,khj,
k=1 j=1
w; =[wj1,wjo2,..., winN,]"
= — ¢l

(@)

where ¢; is called the centroid vector, o; is the radius, and w;
denotes the weight vector between the j-th RBF and the output
neurons.

As in Fig. 1 in the upper, the structure of an ML-GRNN is
similar to the well-known multilayered perceptron neural net-
work (MLP-NN) [8] except that RBFs are used in the hidden
layer and linear functions in the output layer.

In comparison with the conventional RBF-NNs, the GRNNs
have a special property, namely that no iterative training of the
weight vectors is required. That is, like other RBF-NNs, any
input-output mapping is possible, by simply assigning the input
vectors to the centroid vectors and fixing the weight vectors
between the RBFs and outputs identical to the corresponding
target vectors. This is quite attractive, since conventional
MLP-NNs with backpropagation type weight adaptation
involve long and iterative training, and there even may be a
danger of their being stuck in local minima (this is serious as
the size of the training set becomes large).

Moreover, the special property of GRNNs enables us to flex-
ibly configure the network depending on the tasks given, which
is considered to be beneficial to real hardware implementation,
with only two parameters, ¢; and o, to be adjusted. The only dis-
advantage of GRNNs in comparison with MLP-NNs seems to be,
due to the memory-based architecture, the need for storing all the
centroid vectors into memory space, which can sometimes be ex-
haustive for on-line data processing, and hence, the utility is slow
in the reference mode (i.e., the testing phase). Nevertheless, with
the flexible configuration property, the GRNN s can be exploited
for interpretation of the notions relevant to actual brain, such as
“intuition,” or other psychological functions.

In Fig. 1, when the target vector ¢(x) corresponding to the
input pattern vector z is given as a vector of indicator functions

t(x) = (617 627 s 76No)7
_ { 1 if z belongs to the class corresponding to oy 3)
7710 otherwise

and when the RBF h; is assigned for , with utilizing the special
property of GRNNs, w; = t(z), the entire network becomes
topologically equivalent to the network with a decision unit and
N, sub-networks as in the lower part in Fig. 1.!

IHereafter, a “GRNN” is referred to as the network with the structure in the
lower part of Fig. 1, unless explicitly denoted otherwise.

Output

Hidden

Decision Unit

Input

Fig. 1. Illustration of topological equivalence between the ML-GRNN with
M hidden and NV output units and the assembly of the IV distinct sub-networks.

In summary, the network configuration? by means of an
ML-GRNN is simply achieved as in the following.

Network Growing: Set ¢; = x and fix o, then add the
term wjxh; in (2). The target vector ¢(x) is thus used as a
class “label” indicating the sub-network number to which
the RBF belongs. (Namely, this operation is equivalent to
add the j-th RBF in the corresponding (the k-th) Sub-Net
in the lower part in Fig. 1.)

Network Shrinking: Delete the term w;xh; from (2).

2In neural networks community, this configuration is often referred to as
“learning.” Strictly speaking, the usage of the terminology is, however, rather
limited, since the network is grown/shrunk by fixing the network parameters
for a particular set of patterns other than “tuning” them, e.g., by repetitive
adjustment of the weight vectors as in the backpropagation algorithms.
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Fig. 2. Schematic representation of a hierarchically arranged GRNN.

Then, the above network configuration gives a basis for
forming a dynamic pattern classifier and hence a hierarchically
arranged GRNN (HA-GRNN) to be described in Section III.

A. The Radii Setting

For the design of RBF-NNss, the setting of radii values is also
a significant factor and still remains an open issue (e.g., see
[8]); this often requires a trade-off between the generalization
performance and the computation time for the tuning. In this
paper, by taking into account the flexibility in reconfiguration
of HA-GRNN, a unique radius setting is considered and used
for all the RBFs (of the whole network) according to

where 7y is a scalar constant and d,,,, is the maximum Eu-
clidean distance searched among all the pairs of the centroid
vectors. The constant v can be chosen a priori so that the en-
tire hyperspace formed during the training phase is moderately
(or reasonably) covered by the RBFs. In this paper, the radii
values are updated according to the above when the number of
the RBFs is varied or when the parameters of the RBFs (e.g.,
the centroid vector) are changed.

III. HIERARCHICALLY ARRANGED GENERALIZED REGRESSION
NEURAL NETWORKS

The structure of a hierarchically arranged GRNN
(HA-GRNN) is illustrated in Fig. 2. As in the figure, the
HA-GRNN consists of a multiple of neural networks and its
associated data processing mechanisms:

1) amodified RBF network representing short-term memory
(STM);
2) a multiple of GRNNs representing long-term memory
(LTM) networks (denoted “LTM Net 1-L” in the figure);
3) adecision unit (following the “winner-take-all” strategy).
Moreover, the LTM networks can be subdivided into two types
of networks; one for generating “intuitive outputs” (“LTM Net
1”’) and the others (“LTM Net 2” to “LTM Net L) for the regular
outputs. For the regular LTM, each of LTM Nets 2 to L has the
same structure as in the lower part in Fig. 1, whereas both the
STM and LTM Net 1 are the modified RBF-NNss as illustrated

Selection of
the most

activated centroid

Fig. 3. Illustration of a modified RBF-NN for STM.

Decision Unit

0 LTM.1
(winner-take-all

strategy)

Fig. 4. Illustration of a network representing LTM Net 1.

in Figs. 3 and 4, respectively. (However, as described in Sec-
tion III-B, the associated data processing within the STM is dif-
ferent from that in LTM Net 1.) In Fig. 2,  denotes an incoming
input pattern vector to the HA-GRNN, og7); is the STM output
vector, orrar,; (¢ = 1,2, -+, L) are the LTM network outputs,
v; are the weight values to the LTM network outputs, and ox g7
is the final HA-GRNN output.

A. Evolution of the HA-GRNN

The concept of the HA-GRNN is inspired from both biology
and psychology-oriented studies of the memory system in actual
brain [10], [15]-[20]. In the HA-GRNN, the role of STM is to
“buffer” the incoming input pattern vectors, before storing them
to the LTM. It is then hypothesized that the LTM intrinsically
has a layered structure representing a hierarchical pattern clas-
sification system and that the formation of such classification
system depends upon such criterion as “significance” or “attrac-
tiveness” of information received which is of crucial/beneficial
to the whole system. In this paper, without loss of generality, the
criterion is simply based upon the activation of RBFs within the
LTM networks.

In summary, the evolution of the HA-GRNN is divided into
five phases.

Phase 1: The STM and LTM Net 2 formation.

Phase 2: Formation of LTM Nets 2 to L.

Phase 3: Reconfiguration of LTM Nets 2 to L (self-evolu-
tion).

Phase 4: Formation of LTM Net 1 (for generating intuitive
outputs).

Phase 5: Formation of the attentive states.

In the following subsections and Sections IV-A and IV-B,
each of the five phases above will be described in detail.

1) Phase 1: Formation of the STM Network and LTM Net
2: InPhase 1, the STM network is firstly formed in the manner
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to be described in detail in Section III-B, then LTM Net 2 is
formed by directly assigning the output vectors of the STM net-
work to the RBFs in LTM Net 2. In other words, at the initial
stage of the evolutionary process (i.e., from the very first pre-
sentation of the incoming input pattern vector until LTM Net 2
is filled), since each LTM network (except LTM Net 1) is repre-
sented by a GRNN, the RBFs within LTM Net 2 are distributed
into the respective sub-networks, according to the class “label”
[i.e., the label is set by the target vector consisting of a series of
indicator functions as defined in (3)] associated with each cen-
troid vector.

2) Phase 2: Formation of LTM Nets 2 to L: The addition
of the RBFs in Sub-Net 7 (z = 1,2,..., N., where N; is the
number of classes which is given identical to the number of
the sub-nets in each LTM network3 ) of LTM Net 2 is repeated
until the total number of RBFs in Sub-Net ¢ reaches a maximum
My, ;- Otherwise, the least activated RBF in Sub-Net 7 is
moved to LTM Net 3. This process corresponds to Phase 2 and
is summarized as follows:

[Phase 2: Formation of LTM Nets 2 to L]
Step 1: Provided that the STM output
vector belongs to Class 1,

for =1 to L—1, do the following:

If the number of RBFs in Sub-Net : of
LTM Net j
reaches Myrun;, .
vated RBF
within Sub-Net ¢ of LTM Net j to that of
LTM Net

J+1.
Step 2: If the number of RBFs in Sub-Net
1 of LTM Net L reaches

Mrry,, (i.e., all the i-th sub-networks
within LTM

Nets 2 to L are filled), there is no
entry to store the new STM

output vector. Then, do the following:

move the least acti-

Step 2.1: Discard the least activated
RBF in Sub-Net ¢ of LTM

Net L.

Step 2.2: Shift one by one all the

least activated RBFs in Sub-Net

1 of LTM Nets (L-1) to 2 into that of
LTM Nets L to 3.

Step 2.3: Then, store the new STM
output vector in Sub-Net 2

of LTM Net 2. (Thus, this procedure is
similar to a
last-in-first-out (LIFO) stack.)

a group of LTM Nets 2 to L. In Fig. 2, the final output of
the HA-GRNN oy g is given as the largest value among the
weighted LTM network outputs oppar; (i = 1,2,---, L)

oner = Max(Vi-0LTM,1, V2-OLTM,2: > VL-OLTM,L ) (5)

where
V1 > Vg > U3 > > VL. (6)

Note that the weight value v; for or7as,1 is given relatively
larger than the others. This discrimination indicates the forma-
tion of the “intuitive output” from the HA-GRNN, to be de-
scribed later.

3) Phase 3: Reconfiguration of LTM Nets 2 to L (Self-Evo-
lution): After the formation of LTM Nets 2 to L, the recon-
figuration of the LTM networks is considered to be occurred
in Phase 3. This process may be invoked either at a partic-
ular (period of) time or due to the strong excitation of some
RBFs in the LTM networks driven by a particular input pattern
vector(s).* During the reconfiguration phase, the presentation of
the incoming input pattern vector is not allowed to process at all
(hence the term “self-evolution”) by the HA-GRNN. Then, the
reconfiguration procedure is given as follows.

[Phase 3: Reconfiguration of LTM Nets 2
to L (Self-Evolution)]

Step 1) Collect all the centroid vectors
within LTM Nets 2 to I (I<=1L).

Step 2) Set the centroid vectors so col-
lected as the incoming input pat-
tern vectors.

Step 3) Present them to the HA-GRNN
again, one by one. This process 1is
repeated for p times. (In Fig. 2,
this flow is depicted in a dotted
line.)

The previous is based on the hypothesis that long-term
memory has a layered structure in itself, where in the
HA-GRNN context the long-term memory is represented as

3Here, without loss of generality, it is assumed that the number of the sub-nets
is unique in each of LTM Nets 2 to L.

It is then considered that the above reconfiguration process
invoked at a particular time period is effective for “shaping up”
the pattern space spanned by the RBFs within LTM Nets 2 to L.

Alternative to the above, a clustering like method in [9] could
be considered for the reconfiguration of the LTM networks. The
approach in [9] is, however, rather different from the above in-
stance-based operation in the sense that a new RBF set for LTM
is obtained by compressing the existing LTM using the clus-
tering techniques, which, as reported, may sometimes collapse
the pattern space as the number of representative vectors be-
comes small.

4) Phase 4: Formation of LTM Net 1: In Phase 4, a certain
number of the RBFs in LTM Nets 2 to L which keep relatively
strong activation in a certain period of the pattern presentation
are transferred to LTM Net 1. Each RBF newly assigned in LTM
Net 1 eventually forms an RBF-NN and will have a direct con-
nection with the incoming input vector, instead of the output
vector from the STM. The formation of LTM Net 1 is then sum-
marized as follows.

4In the simulation study, due to the analytical difficulty, the latter case was
not considered.
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[Phase 4: Formation of LTM Net 1]

Step 1) In Phases 2 and 3 (i.e., during
the formation/reconfiguration
of the LTM networks), given an
output vector from the STM, the
most activated RBFs in LTM Nets
2 to L are monitored; each RBF
has an auxiliary variable which
is initially set to 0 and is in-
cremented, whenever the corre-
sponding RBF is most activated and
the class ID of the given incoming
pattern vector matches the Sub-Net
number to which the RBF belongs.
Step 2) Then, at a certain time or pe-
riod (¢q, say), list up all the aux-
iliary variables (or, activation
counter) of the RBFs in LTM Nets 2
to L, and obtain the N RBFs with
the N largest numbers, where the
number N can be set as

N« ZZMLTJ\/[M (1=2,3,...,L).
i g

Step 3) If the total number of RBFs in
LTM Net 1 is currently less than
or equal to MLlel — N (i.e., .2\4[1111\/[1
denotes the maximum number of
the RBFs in LTM Net 1, assuming
N < Mrrp, ), move all the N RBFs to
LTM Net 1. Otherwise, remain in-
tact the original Mz, N RBFs
within LTM Net 1, while fill/re-
place the remaining RBFs in LTM
Net 1 with the N newly obtained
RBFs.

Step 4) Create a direct path to the in-
coming input pattern vector for
each RBF added in the previous
step. (This data flow is illus-
trated in bold-line in Fig. 2.)

Note that, unlike other LTM networks, the radii values of the
RBFs in LTM Net 1 must not be varied during the evolution,
since the strong activation from each RBF is expected to con-
tinue after the transfer with the current radii values.

Up to here, the technical detail of the first four phases within
the evolutionary process of HA-GRNN has been described. In
Section IV-A, it will be elucidated that how the process in Phase
4 above can be interpreted as the notion of intuition. In the se-
quel, the remaining Phase 5, which is relevant to the other no-
tion, i.e., attention, will be discussed in detail in Section IV-B.
Then, the rest of this section is devoted to the description of the
STM network.

B. The STM Network

In Fig. 3, the output of the RBF-NN is given in a vector form
rather than a scalar value (e.g., the value calculated as the sum.

of the RBF outputs in the conventional RBF-NN). Note that,
unlike the regular LTM networks, the STM network does not
have any sub-networks, i.e., it is based upon a single layered
structure, with a maximum number of RBFs Mgr . Thus, as
in the formation of LTM Nets 2 to L in Section III-A-4, the STM
is also equipped with a mechanism similar to a last-in-first-out
(LIFO) stack system, by the introduction of the factor Mgy ;.
The learning of the STM network is then summarized in the
following.

Step 1) If the number of the RBFs M is currently less than
M7, add an RBF with activation h; (calculated
by (2)) and its centroid vector ¢; = z in the STM
network. The STM network output vector osras is
then equal to z.

Step 2) Otherwise,

* If the activation of the least activated RBF (h;,
say) h; < thsra, replace it with a new one
with the centroid vector ¢; = z. In this case,
the network output osr); is the same as z.

* Otherwise, the network output vector og7 s is
adjusted according to:

osTM = Aeg + (1 — /\).’L‘ (7)

where ¢, is the centroid vector of the most acti-
vated RBF (k-th, say) hy and A is a smoothing
factor (0 < A < 1).

In Step 2 above, a smoothing factor A is introduced in order
to regulate how fast the STM network is evolved by a new in-
coming pattern vector given to the network. In other words, the
role of this factor is to determine how quick the STM network
switches the focus to other patterns. This may be regarded as
“selective attention” [18] to a particular object/event. For ex-
ample, if the factor is set small, the output o s becomes more
likely to 2, then this mimics “carelessness.” In contrast, if the
factor is set large, the STM network becomes “sticky” to a par-
ticular set of patterns. This also relates to the notion of attention
to be described in Section IV-B.

IV. INTERPRETATION OF “INTUITION” AND “ATTENTION”
A. A Model of “Intuition” by an HA-GRNN

In our daily life, we sometimes have a feeling that the
thing/matter is true but can neither explain the reason why nor
find the the evidence of such feeling. This is referred to as the
notion of, what is called, “intuition.”

Conjecture 1: In the context of HA-GRNN, intuition
can be interpreted in such a way that, for a particular in-
coming input pattern vector there exists a certain set of
RBFs with abnormally strong activation within the LTM
networks.

The above conjecture also agrees with the standpoint that the
notion of intuition can be explained in terms of the information
processing pertaining to a particular activity of neurons within
brain (e.g., see [21]).

In Fig. 2, there are two paths for the incoming input pat-
tern vectors to the HA-GRNN. The point of having these paths
within the HA-GRNN is that for the regular incoming input pat-
tern vectors the final output will be generated after the associ-
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ated processing within the two-stage memory, namely the STM
and LTM, while a certain set of input patterns may excite the
neurons within LTM Net 1, which is enough to yield “intuitive”
outputs from the HA-GRNN. Then, the evidence for referring to
the output of LTM Net 1 as intuitive output is that, as in the de-
scription of the evolution of HA-GRNN in Section III-A, LTM
Net 1 will be formed after a relatively long and iterative ex-
position of incoming input pattern vectors, which results in the
strong excitation of (a certain number of) the RBFs in LTM Nets
2 to L. In other words, the transition of the RBFs from the STM
to LTM Nets (2 to L) is referred to as normal learning process,
whereas, in counter-wise, that from LTM Nets (2 to L) to LTM
Net 1 gives the chances of generating “intuitive” outputs from
an HA-GRNN.

In practice, this feature is particularly useful, since it is highly
expected that the HA-GRNN can generate better and faster pat-
tern classification results from LTM Net 1, while keeping the
network size smaller than the conventional networks trained by
an iterative algorithm with a large amount of training data such
as MLP-NNs, than the ordinary reasoning process, i.e., the rea-
soning process through STM + regular LTM Nets (2 to L).

In contrast, we quite often hear such episodes as, “I have got
a flash to a brilliant idea!” or “While I was asleep, I was sud-
denly awaken by a horrible nightmare.” It can also be postulated
that these all are the phenomena occurred in the brain, similar
to the intuition, during the self-evolution process of memory. In
the context of HA-GRNN, this is relevant to Phase 3 in which,
during the reconfiguration (or, reconstruction, in other words)
phase of the long-term memory, some of the RBFs in LTM are
so excited enough to exceed a certain level of activation. Then,
these RBFs remain in LTM relatively for a long period or (al-
most) permanently because of such memorable events. This in-
terpretation also agrees with the biological findings [22], [23] in
which the authors state that, once one has acquired the behav-
ioral skill, the person would not forget it for a long time.

B. Interpreting the Notion of “Attention” by an HA-GRNN

In psychology, it is generally acknowledged that “attention”
is one of the constituents describing “consciousness” (e.g.,
[24]-[26]). The word ‘“consciousness” 1is, however, quite
intangible and the explicit definition of consciousness is almost
impossible, due to its inherently too broad and complicated
issues involved.

Nevertheless, the notion of “consciousness” (in a narrow
sense) has motivated and been utilized in the development
of intelligent robotics [2]-[5]. In [5] and [27], such concrete
models can be found in which the maze-path finding pursuit is
achieved by an artificial mouse. In [27], the movement of the
(artificial) mouse is controlled by a hierarchically conceptual
model, so-called the ‘“consciousness architecture” (strictly,
the utility of the term “awareness” seems more appropriate
in the context). In the model, the mouse robot can continue
the maze-path finding by the introduction of a higher layer
of memory representing the state of “being aware” of the
path-finding pursuit, while the lower part is used for the actual
movement.

The notion of attention here is to focus the HA-GRNN to
a particular set of incoming patterns, e.g., paying attention to

someone’s voice or the facial image in order to acquire further
information of interest, in parallel to process other incoming
patterns received by the HA-GRNN, and, as described in Sec-
tion III-B, the STM has the role.

1) Phase 5: Formation of Attentive States: In the context of
HA-GRNN, as described above, the model in [27] coincides
with the evidence of having a “hierarchical” structure repre-
senting the notion of attention. This hierarchy can be repre-
sented simply by the number of RBFs within the STM network:

Conjecture 2: The state of being “attentive” of some-
thing is represented in terms of the RBFs within the STM.
As discussed earlier, in the HA-GRNN, since the transition

of the RBFs from the STM to the LTM networks can be re-
garded as the “feedforward” transition, it is natural to consider,
in counter-wise, the feedback transition, namely that from the
LTM networks to the STM. Therefore, the attentive states (given
in Phase 5) can be formulated as the feedforward transition op-
eration in contrast to Phases 2 and 3 defined in Section III-A:

[Phase 5: Formation of Attentive States]

Step 1) Collect m RBFs of which the aux-
iliary variables are the first m
largest within the LTM networks
for particular classes (this col-
lection then meets the attentive
states of the HA-GRNN) .

Step 2) Add the copies of the m RBFs
back into the STM, while the
Msty — m most activated RBFs in
the STM network remain intact. The
m RBFs so selected remain within
the STM for a certain long period,
without updating their centroid
vectors (whereas the radii may be
updated) .

In Phase 5, the m RBFs so collected make the HA-GRNN
to focus upon a particular set of incoming input vectors, and,
by increasing m, it is considered that the filtering process in
transferring incoming pattern vectors to the LTM networks be-
comes more accurate. For instance, if the HA-GRNN is ap-
plied to pattern classification tasks, it is expected that the system
can compensate for the misclassified patterns that fall in a cer-
tain class(es). In addition, the radii values of the m RBFs so
copied may be updated, since the parameters of other remaining
RBFs within the STM can be varied during the learning. In other
words, it is postulated that the ratio between the m RBFs and the
rest of the M g7 — m RBFs in the STM determines the “level
of attention.” Therefore, the following conjecture can be drawn;

Conjecture 3: The level of attention can be determined
by the ratio between the number of m most activated RBFs
selected from the LTM networks and that of the remaining
Mgt — m RBFs within the STM. This is referred to as
a part of the “learning” process.

Conjecture 3 is also correlated with the neurophysiological
evidence of “rehearsing” activity [17] in which the information
acquired during learning would be gradually stored as long-term
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memory after rehearsing. In the context of an HA-GRNN, an
incoming input pattern vector (or a set of the input pattern vec-
tors) can be compared to the input information to the brain and
is temporally stored within the STM (hence the function of fil-
tering or “buffering”). Then, during the evolution, the informa-
tion represented by the RBFs within the STM network is selec-
tively transferred to the LTM, as in the Phases 1-3. In contrast,
the RBFs within the LTM networks may be transferred back to
the STM, because “attention” of certain classes (of those RBFs)
is occurred at particular moments. (This interaction is therefore
regarded as the “learning” process in [17]).

In the HA-GRNN context, since the evolution process given
earlier is, strictly speaking, not autonomous, we may want to
design the state of the “attention” in advance, according to the
problems given in practical situations. (But, it is still possible to
evolve HA-GRNN autonomously by appropriately setting the
transition operations suited for the applications, though such a
case is not considered in this paper.) For instance, in the context
of pattern classification tasks, one may limit the number of the
classes to N < N,,q. in such a way that “For a certain period
of the pattern presentations, the HA-GRNN must be attentive to
only N classes among a total of N,,,,.., in order to reinforce the
HA-GRNN for the NV classes.”

V. SIMULATION STUDY

In the simulation study, three different domain data sets were

used and extracted from
1) SFS [28];

2) OptDigit;

3) PenDigit databases.

The SFS database is a public domain database containing raw
speech utterances of single digits, which has generally been used
for spoken language-oriented tasks but also for a benchmark of
digit voice pattern classification, while the latter two contain
the feature vectors ready for character recognition tasks, both
of which can be obtained from “UCI Machine Learning Repos-
itory” of the University of California.

For the SFS, the data set consisted of a total of 900 utter-
ances of the digits from /ZERO/ to /NINE/ recorded in Eng-
lish by nine different speakers (including both the female and
male speakers). The data set was then arbitrarily partitioned into
two sets; one for constructing an HA-GRNN (i.e., the incoming
pattern set) and the other for testing. The incoming pattern set
contains a total of 540 speech samples, where 54 samples were
chosen for each digit, while the testing consists of a total of 360
samples (36 samples per each digit). In both the sets, each ut-
terance is sampled at 20 kHz and was converted into a feature
vector with a normalized set of 256 data points obtained by the
well-known LPC-mel-cepstral analysis (e.g., see [29]). The fea-
ture vector was therefore used as the input pattern vector of the
HA-GRNN.

In contrast, both the OptDigit and PenDigit data sets were
composed of 1200 and 400 feature vectors for the training and
testing sets, respectively. Each of the feature vectors has 64 data
points for the OptDigit, while 16 data points for the PenDigit,
respectively.

TABLE 1
NETWORK CONFIGURATION PARAMETERS FOR THE HA-GRNN

Parameter SFS | OptDigit | PenDigit
Max. num. of centroids in STM, Msrum 30 30 30
Total num. of LTM networks, (L + 1) 3 2 4
Max. num. of centroids in LTM Net 1, Mr7nm, 5 25 15
Num. of sub-networks in LTM Nets 2-L, N 10 10 10
Max. num. of centroids in each subnet, 4 2 4
Mira;, (j=2,3,..,L,i=1,2,-+,10)

A. Parameter Setting of the HA-GRNN

In Table I, the network configuration parameters of the
HA-GRNN used in the simulation study are summarized. In
the table, MLT]\[I, MLTAIQJ" and MLT]\L’3,1' (z=1,2,---,10,
corresponding to the respective class ID 1,2, ---,10) were
arbitrarily chosen, while N was fixed to the number of the
classes (i.e., the ten digits). With this setting, the total number
of RBFs in LTM Nets (1 to 3), Mrra,Totals is thus calculated
as

Mrrarotal = Mrrara + Na(Mprare + Mirars)  (8)

which yields

1) 85 for the SFS;

2) 65 for the OptDigit;

3) 175 for the PenDigit data set, respectively.

1) The STM Network Setting: For the STM network, the
choice of both Mgz, (as shown in Table I) and v = 2 [in (4)]
was, respectively, made a priori so that the STM network func-
tions as a “buffer” to the LTM networks with sparsely but rea-
sonably covering all the ten classes during the evolution. Then,
the setting of thgyps = 0.1 and the smoothing factor A = 0.6
[in (7)] was used for all the three data sets. In the preliminary
simulation study, it was empirically found that the choice of
A = 0.6 yields a reasonable generalization performance of the
HA-GRNN.

2) Parameter Setting of the Regular LTM Networks: For the
radii setting of LTM Nets 2 to L, the setting of v = 0.25 for
the SFS and OptDigit or v = 0.05 for the PenDigit [in (4)] was
empirically found to be a choice for maintaining a reasonably
good generalization performance during the evolution. Then, to
give the “intuitive outputs” from LTM Net 1, v; was fixed to
2.0, while v; (i = 2,3, -, L) were given by the linear decay

v; = 0.8(1—0.05(i — 2)). )

B. Evolution Schedule

Fig. 5 shows the evolution schedule used for the simulation
study. In the figure, ¢ corresponds to the presentation of the ¢-th
incoming pattern vector to the HA-GRNN. In the simulation, the
setting to = ¢; + 1 was used. Note that the formation of LTM
Net 1 was scheduled to occur after a relatively long exposition
of incoming input pattern vectors, as described in Section IV-A.
Note also that, with this setting, it requires that the RBFs in LTM
Net 1 should be effectively selected from the previously (i.e., the
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Fig. 5. Evolution schedule setup for the simulation study.

TABLE 1II
PARAMETERS FOR THE EVOLUTION OF THE HA-GRNN

Parameter “ SFS I OptDigit ] PenDigit

t1 200 400
t3 400 800

400
800

time before ¢;) spanned pattern space. Thus, the self-evolution
(in Phase 3) was schedule to occur at t; with p = 2 (i.e., the self-
evolution was performed twice, and it was empirically found
that this setting does not give any impact on the generalization
performance) in the simulation. In Table II, the setting of #;
and t3 (which covers all the five phases) is summarized. The
evolution was eventually stopped when all the incoming vectors
in the training set were presented to the HA-GRNN.

C. Simulation Results

To test the classification accuracy of the HA-GRNN, the STM
network was bypassed and the generalization performance over
the testing was evaluated using only LTM Nets 1 to L, after the
evolution. Moreover, the generalization performance of intuitive
outputs generated during testing was also considered as another
criterion.

Due to the limit of the space, only the confusion matrices
of using the SFS data set are presented in this paper. Table III
shows the confusion matrix obtained by the HA-GRNN after
the evolution. In this case, no attentive states were formed at ¢3.
For comparison of the generalization capability, Table IV shows
the confusion matrix obtained using a conventional GRNN with
the same number of RBFs in each subnet as the HA-GRNN
(i.e., a total of 85 RBFs were used.), where the respective RBFs
are found by the well-known MacQueen’s k-means clustering
method [30]. To give a fair comparison, the RBFs in each subnet
were obtained by applying the k-means clustering method to
the respective (incoming pattern vector) subsets containing 54
samples per each digit (i.e., from Digit /ZERO/ to /NINE/).

In comparison with the conventional GRNN as in Table 1V,
it is clearly observed in Table III that, besides the superiority in

TABLE III
CONFUSION MATRIX OBTAINED BY THE HA-GRNN AFTER THE EVOLUTION
Generalization
Digit |0 1 2 3 4 5 6 7 8 9| Total Performance
0 29 3 2 1 1 29/36 80.6%
1 31 1 2 2 31/36 86.1%
2 1 0 28 2 2 1 2 28/36 77.8%
3 32 2 1 1 32/36 88.9%
4 36 36/36 100.0%
5 3 1 27 2 3 27/36 75.0%
6 32 2 2 32/36 88.9%
7 36 36/36 100.0%
8 1 1 34 34/36 94.4%
9 4 10 1 21| 21/36 58.3%
Total 306/360 85.0%
TABLE IV

CONFUSION MATRIX OBTAINED BY THE CONVENTIONAL GRNN USING
k-MEANS CLUSTERING METHOD

Generalization

Digit|{ 0 1 2 3 4 5 6 7 8 9| Total Performance

0 34 1 1 34/36 94.4%

1 17 19 17/36 47.2%

2 28 8 28/36 77.8%

3 3 22 10 1 22/36 61.1%

4 36 36/36 100.0%

5 36 36/36 100.0%

6 34 36/36 100.0%

7 1 3 2 5 19 19/36 52.8%

8 2 1 7 26 26/36 72.2%

9 1 27 8| 8/36 22.2%
Total 262/360 72.8%

the overall generalization performance of the HA-GRNN, the
generalization performance in each digit, except Digit /NINE/,
is relatively consistent, while the performance with the conven-
tional GRNN varies from digit to digit as in Table I'V. This in-
dicates that the pattern space spanned by the RBFs obtained by
the k-means clustering method is rather biased.

1) Generation of the Intuitive Outputs: For the SFS data set,
the intuitive outputs were generated three times during the evo-
lution, and all the three patterns were correctly classified for
Digits /FOUR/ and /EIGHT/. In contrast, during testing, 13 pat-
tern vectors among 360 yielded the generation of the intuitive
outputs from LTM Net 1 in which 12 out of the 13 patterns
were correctly classified. It was then observed that the Euclidean
distances between the twelve pattern vectors and the respec-
tive centroid vectors corresponding to their class IDs (i.e., digit
number) were relatively small and, for some patterns, close to
the minimum (i.e., the distance between that of Pattern Nos. 77,
88, 104, and 113, and the RBFs for Digits /SEVEN/, /EIGHT/,
/FOUR/ and /THREE/, respectively, in LTM Net 1 were min-
imal). From this observation, it can therefore be confirmed that
intuitive outputs are likely to be generated when the incoming
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pattern vectors are very close to the respective centroid vectors
in LTM Net 1.

For the OptDigit, despite the slightly worse generalization
performance by HA-GRNN (87.0%) compared with that of the
GRNN with k-means (88.8%), the generalization performance
for the 174 out of the 360 testing patterns which yielded the intu-
itive outputs was better, i.e., 95.1%. This indicates that the LTM
Net 1 was successfully formed and contributed to the better per-
formance. Moreover, as discussed in Section IV-A, this lead to
a faster decision-making, since the intuitive outputs were gener-
ated, e.g., without the processing within the STM and the regular
LTM Nets.

In contrast, for the PenDigit, while overall a better general-
ization performance was obtained by the HA-GRNN (89.3%) in
comparison with that of the conventional GRNN (88.0%), only
a single testing pattern yielded the intuitive output (in which the
pattern was correctly classified). Then, by increasing the max-
imum number of allowable RBFs in LTM Net 1 (as in Table I,
which was initially fixed to 15) to 100, the simulation was per-
formed again. As expected, the number of generating intuitive
outputs was increased to 14, in which all the 14 testing patterns
were correctly classified.

2) Simulations on Modeling the Attentive States: In
Table III, it is observed that the generalization performance for
Digits /FIVE/ and /NINE/ is relatively poor. To study the effec-
tiveness of having the attentive states within the HA-GRNN,
the attentive states were considered for both Digits /FIVE/ and
/NINE/.

Then, by following both the conjectures 2 and 3 in Sec-
tion IV-B, 10 (20 for the PenDigit) among 30 RBFs within
the STM network were fixed for the respective digits after
evolution time at ¢3. In addition, since the poor generalization
performance for Digits /FIVE/ and /NINE/ was (perhaps) due
to the insufficient number of the RBFs for those classes, the
maximum numbers of the RBFs within LTM Net from 2 to 3,
My, , and Mpar, , (1 = 5 and 10), respectively, were also
increased.

In Table V, the confusion matrix obtained by the HA-GRNN
with an attentive state of only Digit /NINE/ is shown. For this
case, a total of 8 more RBFs in LTM Nets 2 and 3 (i.e., 4 more
each in LTM Nets 2 and 3) which correspond to the first 8 (in-
stead of 4) strongest activations were selected (following Phase
4 in Section III-A) and added into Sub-Net 10 within both the
LTM Nets 2 and 3 (i.e., the total number of RBFs in LTM Nets 1
to 3 was increased to 93). As in the table, the generalization per-
formance for Digit /NINE/ was improved at 63.9%, in compar-
ison with that in Table III, while preserving the same generaliza-
tion performance for other digits. It is interesting to note that the
generalization performance for Digits /FIVE/ is also improved.

In contrast, Table VI shows a confusion matrix obtained with
having the attentive states of both the digits /FIVE/ and /NINE/.
Similar to the case with an attentive state of Digit /NINE/, a total
of 16 such RBFs for the two digits were respectively added into
Sub-Nets 6 and 10 within both the LTM Nets 2 and 3. (There-
fore, the total number of RBFs in LTM Nets 1 to 3 was increased
to 101). In comparison with Table III, the generalization perfor-
mance for Digit /FIVE/ was remarkably improved, as well as
Digit /NINE/.

TABLE V
CONFUSION MATRIX OBTAINED BY THE HA-GRNN AFTER THE EVOLUTION
(WITH AN ATTENTIVE STATE OF DIGIT 9)

Generalization

Digit o 1 2 3 4 5 6 7 8 9 Total Performance

0 29 1 3 2 1 29/36 80.6%

1 31 2 2 1| 31/36 86.1%

2 1 28 2 2 1 2 28/36 77.8%

3 32 2 1 1 32/36 88.9%

4 36 36/36 100.0%

5 2 1 29 2 2 | 29/36 80.6%

6 32 2 2 32/36 88.9%

7 36 36/36 100.0%

8 1 1 34 34/36 94.4%

9 2 11 23 | 23/36 63.9%
Total 310/360 86.1%

TABLE VI

CONFUSION MATRIX OBTAINED BY THE HA-GRNN AFTER THE EVOLUTION
(WITH ATTENTIVE STATES OF DIGITS 5 AND 9)

Generalization

Digitf 0 1 2 3 4 5 6 7 8 9 Total Performance

0 29 1 3 2 29/36 80.6%

1 31 2 2 11 31/36 86.1%

2 1 28 2 2 1 2 28/36 77.8%

3 33 2 1 33/36 91.7%

4 36 36/36 100.0%

5 1 1 33 1| 33/36 91.7%

6 32 2 2 32/36 88.9%

7 4 36 36/36 100.0%

8 1 1 34 34/36 94.4%

9 3 1 8 24 | 24/36 66.7%
Total 316/360 87.8%

From these observations, it is considered that, since the per-
formance improvement for Digit /NINE/ in both the cases was
not more than expected, the pattern space for Digit /NINE/ is
much harder to fully cover than other digits.

For both the OptDigit and PenDigit data sets, a similar per-
formance improvement to the SFS case was obtained; for the
OptDigit, the performance of Digit /NINE/ was relatively poor
(57.5%), then the number of the RBFs within each of LTM
Nets 2 to 3 for Digit /NINE/ was increased from 2 to 8 (which
yields the total number of RBFs in LTM Nets 1 to 3, 77) and
the performance for Digit /NINE/ was remarkably increased at
67.5%, which resulted in the overall generalization performance
of 87.5% (initially 87.0%).

Similarly, for the PenDigit, a performance improvement of
5.0% (i.e., from 80.0% to 85.0%) or Digit /NINE/ was obtained
by increasing the number of RBFs from 4 to 6 in each of LTM
Nets (2 to 5) for Digit /NINE/ only (then, the total number of
RBFs in LTM Nets 1 to 5 is 183), which yielded the overall
generalization performance of 89.8% (initially 89.3%).
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VI. CONCLUSION

In this paper, the two psychological functions, intuition
and attention, have been modeled using a newly proposed
HA-GRNN. The concept of the HA-GRNN and its evolution
have been motivated from both psychological and biological
studies, in which the architecture is based upon an hierarchical
memory system implemented with both the short-term and
long-term memory models. It has been justified that the
notions of intuition and attention can be interpreted within the
framework of evolution of the HA-GRNN. In the simulation
study, the models of both the psychological functions have been
introduced to construct an HA-GRNN using the three domain
data sets for pattern classification tasks. The effectiveness of
the HA-GRNN has then been investigated and its superiority
in comparison with a conventional GRNN using the k-means
clustering method has been confirmed. Future work is directed
toward the development of intelligent robots utilizing the
concept of the HA-GRNN.
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