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ABSTRACT

One of the fundamental problems in Stereophonic
Acoustic Echo Cancellation (SAEC) lies in the misad-
justment in the filter coefficients due to the two strongly
correlated channel-inputs. In this paper, we study the
effect of the normalisation factor, ¢, within the two-
channel NLMS (e-NLMS) algorithm for subband SAEC
and show that the optimal choice may be close to the
variance of the channel-input data. In the simulation
study with real speech datasets, it is observed that sub-
band stereo echo cancellers using the Fast Least Squares
(FLS) algorithm in lower bands and the e-NLMS algo-
rithm, with the optimal normalisation factor setting,
in higher frequency bands can improve misalignment
performance significantly compared with using only the
FLS algorithm in all subbands. In addition, around 2-
3dB further misalignment performance improvement is
obtained by applying smoothly time-varying allpass fil-
ters in the lower frequency bands, while introducing no
perceptible auditory degradation.

1. INTRODUCTION

In situations where spatial realism is desirable, as
in teleconferencing, communications systems must have
the potential to operate in a stereophonic mode. In such
an environment, the use of stereophonic acoustic echo
cancellers is necessary to reduce the undesirable echoes
resulting from the coupling between the loudspeakers
and the microphone [1]. Fig. 1 depicts the diagram of
Stereophonic Acoustic Echo Cancellation (SAEC).

Recently, two different NLMS type algorithms have
been proposed for SAEC [2], namely the two-channel
NLMS and the eXtended LMS (XLMS) algorithms. The
latter algorithm can be viewed as a modified version
of the two-channel NLMS algorithm for SAEC, which
takes into acount the inter-correlation between the two
channel-inputs.

In practice, the NLMS type algorithms employ a
small constant € in the denominator within the normal-
isation term in order to avoid numerical difficulty.

In the single channel case, it has been theoretically
shown that, unlike the original NLMS algorithm, the
e-NLMS algorithm has statistical behaviour dependent
upon the input power level [3]. To date, several normali-
sation settings have been proposed around this scheme [4,
5, 6]. In [5], the e NLMS algorithm is viewed in the form
of a non-linearly modified LMS algorithm and both an-
alytical and computer simulation studies on the basis of
white Gaussian input data are provided. For the two-
channel case such a non-linearity may whiten the origi-
nal channel-inputs and thereby help de-correlate the two
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Figure 1: Schematic Diagram of Stereophonic Acoustic
Echo Cancellation (only a single-channel echo-canceller

is depicted for clarity)

channel-inputs.

In this paper, we firstly investigate the effect of the
normalisation factor in full-band SAEC through simu-
lation study with real speech datasets (not white Gaus-
sian input as used in [4, 5]{1 and show that the opti-
mal choice may be close to the variance of the channel-
input data. In the simulation study of the subband
SAEC [7, 8], we also show that, in comparison with the
case where the two-channel Fast Least Squares (FLS)
algorithm [2] is used in all frequency bands, a subband
stereo echo canceller using both the FLS algorithm in
lower bands and the optmally-configured e-NLMS al-
gorithm in higher frequency bands gives significant im-
provement in terms of misalignment performance, while
maintaining low computational complexity. In addi-
tion, a new smoothed version of the time-varying all-
pass filters in [9] are applied in the lower frequency
(below 1kHz) bands in order to de-correlate the two
channel-inputs. We then show that misalignment per-
formance can thereby be improved further, while intro-
ducing much less auditory degradation, in comparison
with the original full-band allpass filtering approach.

The contribution of this paper 1s therefore two-fold:
(i) the study of the optimal normalisation factor set-
tings within the two-channel e-NLMS algorithm in sub-
band SAEC (ii) the utility of the smoothed version of
the time-varying allpass filters applied in only lower fre-
quency bands to de-correlate further the two-channel
inputs, while introducing no perceptible auditory degra-
dation.



2. THE TWO-CHANNEL «NLMS TYPE
ALGORITHMS

The update equation for the filter coefficients hy and
h2 at time index k 4+ 1 with the two-channel NLMS type
algorithms is written in the form:
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where e(k) is the error between the desired response
d(k) and sum value of the filter outputs:

=Y T (k)i (k), (2)

and (-)7 denotes vector transpose.

e(k)

2.1. The Two-Channel e-NLMS Algorithm

For the two-channel -NLMS algorithm f;(-) (i =
1,2) are non-linear transformation functions given by

fi(zi(k),z2(k)) = fNLMs,1(R)za(k),
fo(zi(k),z2(k)) = fNLMS 2 (k)z2(k),
m
f 2 k 1 3
v = e Wl + e )
where p is a learning constant, ¢; are small constants,
and || - [|2 denotes Ly norm.

2.2. Experimental Evaluation for the Optimal Nor-

malisation Setting

The e-NLMS algorithm is initially applied in full-
band SAEC. In the experimental evaluation, ¢ (i =
1,2) were kept identical for each channel, i.e., ¢ = .
Firstly, ¢ was set to 1, 0.1, 0.01, 0 (with considering
the channel-input power) and identical to the averaged
a priort variance of the channel-input power. For the
setting € = 0 with the power consideration, no weight
update 1s performed when the power of the tap-input
vector is below a given threshold. The threshold value
was determined by calculating the energy of the first L
samples, where L is the tap input vector length. The
following modification in [5] for eqn. (3) was also used:

1
p+llz1 (k)2 + [l22 (k)2

fll\ILMS,i(k) = (i=1,2).

The channel-inputs and the modelled receiving room
impulse responses used are the same as described 1n Sec-
tion 4.

Figs. 2 (a) and (b) show the misalignment perfor-
mance obtained for two different speech signals. Vari-
ous values of ¢ are compared (including e=1/y as in [5])
in the e-NLMS algorithm using L=50. The modelled
receiving room impulse responses used were generated
and modulated with variations simulated by a “random-
walk” regression model [11]. In the figures, the simula-
tion results are shown in the presence of noise in the
echo-path in the receiving room at SNR=30dB.
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Figure 2: Misalignment Performance Comparison — e-NLMS
Algorithm (SNR=30dB,L=50) — (1) e=1.0, (2) €=0.1, (3) ¢e=0.01,
(4) e: identical to the averaged a priori variance of the channel-
inputs, (5) e=1/y, (6) e=0 with Channel-Input Power Considera-
tion

2.3. Discussion

As shown in Fig. 2, the difference in terms of the mis-
alignment performance between the normalisation set-
tings is substantial at later iterations. In the evaluation
study, we also observed that the performance difference
becomes smaller as the tap input vector length increases.

These simulations suggest that the performance de-
pends upon (i) channel input power and (ii) filter length.
The dependence upon input power is consistent with the
findings of [3] in which 1s stated a loose bound on the
optimal range of € as € << variance of the input signal.
From tests performed in this study, however, 1t has been
observed that the best performance was obtained when
€ was set close to the variance of the entire signal. In
particular, this finding has been confirmed for a speech
signal scaled to have unit variance using e-NLMS with
L=50. The dependence upon filter length comes about
since, as L increases, the estimates of |% 1]|2 and ||®2||2
govern the adaptation gain; the presence of ¢ may well
then be less effective.

In the evaluation study, it was also observed that
the variations between the e-NLMS algorithm with dif-
ferent normalisation factor settings used and the FLS
algorithm becomes more apparent as the filter length



increases. This indicates that the effective condition
number of the input correlation matrix becomes much
more significant as the number of the taps is increased.

In practice, however, there must be trade-off; al-
though the overall performance would be greatly im-
proved at long filter lengths by employing least squares
type algorithms such as FLS, the occurrence of numer-
ical instability as well as the increase in computational
complexity will be problematic, especially when the vari-
ance of the channel-input is very small (in fact, during
the simulation, it was observed that the performance of
the FLS algorithm was quite dependent upon the for-
getting factor).

This fact motivates the consideration of subband ap-
proaches with the optimally-configured NLMS type al-
gorithms within SAEC.

3. SUBBAND STEREO ECHO CANCELLER

3.1. Smoothly Time-Varying Allpass Filters

In [7, 10] a signal conditioning method based upon
applying non-linearity in the channel-inputs is proposed
in order to de-correlate the channel inputs, and its sub-
stantial de-correlation effect is demonstrated. In [9], an-
other signal conditioning method based upon psychoa-
coutical studies and using time-varying allpass filters
is proposed, and the method is applied in a full-band
scheme. However, informal listening tests confirmed
that the sound distortion is still heard with the param-
eter setting presented in that paper. In this paper, we
use instead smoothly time-varying allpass filters in only
lower frequency bands in order to maintain negligible
auditory degradation. This is based upon the same prin-
ciple proposed in [7]; when non-linear transformation is
applied only in the lower frequency bands, the distortion
is confined to the low-frequency band. The allpass filters
used are the first-order filters described by a single pa-
rameter a;(k) (i = 1,2) with the frequency response [9]

e Y — a;(k)
Ao = Tl (1)
In order for the stability of the allpass filters given
above, the absolute values of a;(k) at time instant k
must be less than unity and also be real, as all signals
are real. The update rule for a;(k) is then given by

ai(k+1) = oi(k) +ri(k), (5)
set O‘i(k + 1) = Xy max if O‘z(k + 1) > Xy max
set ai(k+ 1) = & min if ai(k+ 1) < % min,

where i mar and @; min are respectively set to 0 and
—0.9 [9] chosen based upon psychoacoustical studies.

r; (k) is an averaged value over a given window length
Lw = 30 of an 1.1.d. random variable having a uniform

p.d.f. over the interval [—0.3 0.3].

3.2. Structure

The structure of the subband stereo echo canceller
used in this paper is depicted in Fig. 3. In the figure,

h* denotes the estimated filter coefficients vector in the
1th subband and h?® the vector of the modelling room
impulse response.
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Figure 3: Subband Stereo Echo Canceller

4. SIMULATION STUDY

For the simulation study for subband SAEC, the
lengths of the modelled receiving room impulse responses
h, and hy were, in contrast, assumed to be L = 1024
and generated in the same way as in Section 2.2. In
the simulation study, noise at SNR=30dB is assumed to
be present in the echo-path in the receiving room. The
channel-input signals are divided into eight (N = 8) fre-
quency subbands using a three-staged binary tree struc-
ture of halfband systems. The input data used were the
real speech data recorded by two (i.e., a female and a
male) different speakers in a quiet room, sampled orig-
inally at 48kHz, and down-sampled to 8kHz. The sig-
nals are divided into eight (N = 8) frequency subbands
using a three-staged binary tree structure of halfband
systems. The filterbanks employed are FIR QMFs after
Johnston [12].

The segmental Echo Loss Return Enhancement (ERLE)

at scaled time instant j is given by

2 d?(256;5 + ©
10log; Z w (6)

ERLE(; =
) e2(2565 + 1)

=1

The misalignment performance is evaluated based
upon the Averaged Weight Error Norm (A.W.E.N.) be-

tween the filter coefficient vectors in the jth frequency
band hy and h} (j = 1,2,...,N) and the optimum
hJ
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Figs. 4 and 6 show comparisons of the segmental
ERLE performance. The misalignment performance ob-
tained is shown in Figs. 5 and 7. The performance is
compared between a subband stereophonic acoustic echo
canceller using the FLS algorithm in all the subbands,
a stereo echo canceller using the FLS algorithm in the
first two lowest frequency bands (i.e., below 1kHz) and



the optimally configured e-NLMS algorithm in the re-
maining higher bands without and with the smoothly
time-varying allpass filters. For these simulations, the
forgetting factor of the FLS algorithm was identically
set to 0.999 in each subband.
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Figure 4: Comparison of the Segmental ERLE Perfor-
mance, Speech Input No.1
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Figure 6: Comparison of the Segmental ERLE Perfor-
mance, Speech Input No.2

5. CONCLUSION

In this paper, the utility of the two-channel e-NLMS
algorithm for SAEC has been studied on the basis of
simulations with real speech signals. From the experi-
mental evaluation, it has been shown that the e-NLMS
algorithm with the optimal normalisation settings can
significantly improve the misalignment performance and
that ¢; should be selected close to the known a prior:
variance of the channel-inputs. In the simulation study,
the results obtained by a subband stereo echo canceller
using (i) the FLS algorithm with signal conditioning
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Figure 7: Comparison of the Misalignment Performance,
Speech Input No.2

by the smoothed version of the time-varying allpass fil-
ters in the lower bands and (ii) the optimally config-
ured e-NLMS algorithm in the higher frequency bands
show around 4-5dB misalignment performance improve-
ment, while maintaining less computational complexity
(O(6 x4L +2 x 28L)) than the echo canceller using the
FLS algorithm in all the subbands (O(8 x 281)). Future
work includes theoretical investigation of the optimally
configured two channel e-NLMS algorithm within sub-
band SAEC.
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